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We consider the following classical “urn-problem”. Suppose that there 
are 71 urns given, and that balls are placed at random in these urns one after 
the other. Let us suppose that the urns are labelled with the numbers 1,2, . . . , n 
and let tj be equal to k if the j-th ball is placed into the k-th urn. We sup- 
pose tlhat the random variables &, &, . . . , tN, . . . are independent, and 

p(tj = k) =i for j = 1, 2, . . . and k: = 1, 2, . . . , n. By other words each 

ball may be placed in any of the urns with the same probability and the 
choices of the urns for the different balls are independent. We continue this 
process so long Cl1 there are at least m balls in every urn (m = I, 2, . . .). 
What can be said about the number of balls which are needed to achieve 
this goal! 

We denote the number in question (which is of course a random variable) 
by v,(n). The “dixie cup”-problem considered in [l] is clearly equivalent 
with the above problem. In Cl] the mean value M(v,(n)) of p,(n) has been 
evaluated (here and in what follows M( ) denotes the mean value of the random 
variable in the brackets) and it has been shown that 

(1) M(t),(n)) = n log n + ( m - 1) n loglog n + 12 * c, + o(n) 

ahere C, is a constant, depending on nt. (The value of C, is not given in [l]). 
In the present note \ve shall go a step further and determine asymptoti- 

cally t#he probability distribution of r,Jn); we shall prove that for every 
real it: we have 

(2) 
lim p ym(n) 

I 
< log n + (,m - 1) loglog n + 2 = exp 

n-+m n J ’ hne:l,J 

(Here and in what follows P( . ) denotes the probability of the event in the 
brackets .) 

(1) can be deduced from (2); moreover we obtain from (2) 

(3) C,=c-log(77-l)! (712 = 1, 2, . . .) 

where c is Euler’s constant, t’hat is 
1 +m 

(4) c= 
i 

1--e-‘df- “‘a = 0,5772 . . . . 

0” 
t 

i 
t 
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To prove (2) we shall consider t’he following related problem: Let q(n, N), 
denot’e the number of balls in the k-th urn (k = 1, 2, . . . , n) after distributing 
A7 balls among the urns t&hat is, we put’ x,(n, N) = Fz 1. Let us put 

sj=k 
lSj5N 

(5) ~(n, N) = min q.(n. N) 
‘Sk~rl 

We have evidently 

(6) P(y,(n) > iv) = P(,&n. N) < m) . 

Thus to prove (2) it is sufficient to show that putting 

(7) N(n) = 12 log n f (m - 1) 72 loglog n + xn + O(12) 

(where O(B) is an arbitrary function of n i\Thich is of smaller order of magnitude 
than n. and is such that N(n) is a positiw integer for all .z) we halTe 

lim P(pu(n,N(n)) < m) = 1 - pxp /__ 
n---l 7i 

‘-*L 1. 
(m - I)! 

(9) P (/A@, N(n)) = j) s 72 (yy f [ 1 - ti”‘“‘” = 0 

and thus 

(IO) lim P (Lc(n, X(n)) < m - 1) = 0 . 
n--+a 

Denoting by A,(n) the event that there is at least one k for 
= m - 1, U-P have clearly 

which q(n, N(n)) = 

~ P (472, N(l2)) < ,rn) - P{&(n)); 5 P(p(n,N(n)) < m - 1). 

Thus t’o prove (8) it suffices to show that 

(11) lim P(A,(n)) = 1 - rtxp ‘- 
I 

e-Y 

n-t = ! (m-l)! 
But clearly 

(1”) P(-&(n)) = -J j ;; 1 (- l)k-’ M’,(n) 
k:l 

a-here wk(?l) is the probability of the event that, k presorihed urns contain 
exactly 772 - 1 balls. Now evjdentlp 

(13) TV,(n)= ~~- 
X(n) ! 1 

i(?,Z - l)!lk (S(n) - (m - 1) k)! n(m--lw 

and thw+xv 
k 

I 1-k 
n 

N(n)-(m-1)k 

I 

(k = I,,, . * .) 



06 A CLASSICAL PROBLEM OF PROBABILITY THEORY 217 

It, is easy t’o see that if we stop after taking an odd resp. even number 
of terms on the right of (12), we get a number which is greater resp. smaller 
than the left hand side of (12). It follows therefore from (14) that (11) holds. 
As mentioned above, with respect to (10) t’his implies (8) and taking (6) into 
account (2) follows. 

To deduce (3) we note first t,hat putting 

--x 

we have, with respect to (a), 

(16) j--d F&T) = c - log (772 - 1) ! 

NOK it is easy t’o show that in the present, case the limit of the mean 
value is equal to the mean value of t,he limit’ing distribution t,hat is 

(J‘i) lim M __ - 
I 

v,(n) 
n--Lee n 

log 72 - (m - 1) loglogn = J-id F,(a) , 
t 

which proves (3). 

Let us mention t,hat in view of (3), (2) can be writ,ten also in the form 

(2’) lim P ‘v,(n) -M@,(n)) 

I 
--- = t?-?--=---r , 

n-i-== 72 

nhieh shows t,hat the limit distribution of ___-~_ ‘m(n) - M(V!@~ does not depend 
?l 

on m. 
It should be mentioned that for the special case m = 1 (2) can he deduced 

in an other, more straightforward wag, namely by the method by which the 
explicit formula 

is proved in [2]. Let us denote by yl(n, E) (k = 1, 2, . . , 7~) thp, number 
of balls which are necessary in order that exactly k urns should contain at 
least one ball. Clearly vl(n, 1) = 1, v~(R, n) = vi(n) and the random variables 

(19) 6, = 1, 6, = VI(?z, k) - vl(?z, k - 1) (k = 2, 3, . * . ) n) 

are independent. Ke hare furt,her 

(PO) P(B, = j, = p&J 1 - p,p cj = 1,2, . . .) 

n-here 

(L-2,3, . . . ( 72). 
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Thus it follows that the characteristic function qua of 

is given by 

(81) 

and thus 

(22) 

By the classical product represent,ation of the gamma function it follows 
that 

(23) lim qR(t) = T(l - it) rift 
n-t- 

where c is again Euler’s constant. As however by the integral representations 
of the gamma function we have 

(24) +fa &t d P,(Z) = T( 1 - if) 
2-m 

where F,(x) is defined by (15), it follow-s that 

i i 

‘v,(n) - 72 1++ + . . . +I-, 
(“5) Jim P ~~ 

n - 
n--f-C= n ’ I 

- -=z 5 = PI(x) = erehz, 
/ 

and as it is well known that 

we obtain 

(27) 

1+++... f 1 = log 12 + c + o(1) 

lim P 
i 

YI(?t) - n logn 
( x = e-e-‘. 

n--+m n ! 

Thus we obtained a second proof of (2) for m = 1. 

Finally we consider t’he following problem: Let wk(n, N) denote the 
number of urns containing exactly k balls, if we place at random N balls 
int’o n urns. Let us investigate the asympt,otic dist’ribution of w,-,(n,, N(n)) 
where N(n) is given by (7). (By other Gords we take so many balls that the 
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probability that there should be less than m - 1 balls in any of the urns 
should tend to 0). By using the well known formula of CR. JORDAN [3] we have 

Thus it follows from (14) that 

(29) 

where 

lim P (wmml(n, N(n)) = kj = G 
n-+* 

(30) 1= 
emx 

(m - 1) ! * 

Thus the number of urns containing exactly (m - 1) balls will be in 

the limit distributed according to Poisson’s law n-ith mean value e 
--x 

(m - 1) ! k 
In the special case m = 1 this result states that if we distribute n log n + 
+ n + o(n) balls among n urns then the number wO (n, 1v (n)) of empty urns 
will for n -+ co in the limit be distributed according to Poisson’s law with mean 
value e-x. This special case was mentioned already by S. BERNSTEIN [41 
(see also [5] Ch. IV. Problem No. 8.). 

It is an interesting problem to investigate the limiting distribution of 
pm(n) when m increases together with n, but we can not go into this question 
here. 

Finally we mention that the problem treated above is analogous to a 
problem concerning random graphs which we considered recently (see [S]). 

(Received February 7, 1961.) 
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06 OAHOM KJ-IACCkiYECHOMl-IPO6JlEMETEOPMM BEPOflTHOCTEtr 

P. ERD&4 II A. Rti:NYI 

PWOW 

B n RLQMKOB 6poLmHO HayRaYy N JJpO6ktHoK. nyCTb B RqMKe Hohtepa 
q/L= 1,2,..., TL) nOnaaaeT Xk(ll,~v) ;[pOo'kiHOK. nOJIOXHM 

pu(n, N) 'rI&X,&? N) . 
-- 

jl.oKa3blBaeTcR 'ITO ecm 

N(n) = n.. log n + (m - 1) ,n loglog n + 3x2 + o(n) 1 

rat? l77 ueJ7Oe IlOJlOXHTeJIbHOe YBCJIO, TO MMeeT MeCTO 

lim P (p(n, M(n)) < m) = 1 - exp [- '-" 
n-e" (m - l)! 

] . 


