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ABSTRACT

We prove a Poisson-type summation formula. The new formula is closely

related to automorphic forms, since it contains certain triple products of

automorphic forms as weights.

1. Introduction

1.1. In order to be able to describe our formula we first introduce some notation

concerning automorphic forms. Then, before actually describing the formula,

we will give an interpretation of the classical Poisson formula which will help

us show that our formula is analogous to the Poisson formula.

1.2. Notation. We denote by H the open upper half plane. We write

Γ0(4) =

{(
a b

c d

)
∈ SL(2,Z) : c ≡ 0 (mod 4)

}
.

Let D4 be a fundamental domain of Γ0(4) on H , let

dμz =
dxdy

y2
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(this is the SL(2,R)-invariant measure on H), and introduce the notation

(f1, f2) =

∫
D4

f1(z)f2(z)dμz .

Introduce the hyperbolic Laplace operator of weight l:

Δl := y2
(
∂2

∂x2
+

∂2

∂y2

)
− ily

∂

∂x
.

For a complex number z �= 0 we set its argument in (−π, π], and write log z =

log |z| + i arg z, where log |z| is real. We define the power zs for any s ∈ C by

zs = es log z . We write

e(x) = e2πix and (w)n =
Γ (w + n)

Γ (w)
,

as usual.

For z ∈ H we write θ (z) =
∑∞

m=−∞ e(m2z), and we define

(1.1) B0(z) := (Imz)
1
4 θ (z) .

If ν is the well-known multiplier system (see e.g. [D], (2.1) for its explicit form),

we have

B0(γz) = ν(γ)

(
jγ(z)

|jγ(z)|
)1/2

B0(z) for γ ∈ Γ0(4),

where for

γ =

(
a b

c d

)
∈ SL(2,R)

we write jγ(z) = cz + d. Note that ν4 = 1.

Let l = 1
2 + 2n or l = 2n with some integer n. We say that a function f

on H is an automorphic form of weight l for Γ = SL(2,Z) or Γ0(4) (but, if

l = 1
2 + 2n, we can take only Γ = Γ0(4)), if it satisfies, for every z ∈ H and

γ ∈ Γ, the transformation formula

f(γz) =

(
jγ(z)

|jγ(z)|
)l

f(z)

in the case l = 2n,

f(γz) = ν(γ)

(
jγ(z)

|jγ(z)|
)l

f(z)

in the case l = 1
2 + 2n, and f has at most polynomial growth in cusps. The

operator Δl acts on smooth automorphic forms of weight l. We say that f is

a Maass form of weight l for Γ, if f is an automorphic form, it is a smooth
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function, and it is an eigenfunction on H of the operator Δl. If a Maass form

f has exponential decay at cusps, it is called a cusp form.

Denote by L2
l (D4) the space of automorphic forms of weight l for Γ0(4) for

which we have (f, f) <∞.

Take u0,1/2 = c0B0, where c0 is chosen such that (u0,1/2, u0,1/2) = 1. It is not

hard to prove (using [Sa], p. 290) that the only Maass form (up to a constant

factor) of weight 1
2 for Γ0(4) with Δ1/2-eigenvalue − 3

16 is B0, and the other

eigenvalues are smaller. Let uj,1/2 (j ≥ 0) be a Maass form orthonormal basis

of the subspace of L2
1/2(D4) generated by Maass forms; write

Δ1/2uj,1/2 = Λjuj,1/2, Λj = Sj(Sj − 1), Sj =
1

2
+ iTj.

Then Λ0 = − 3
16 , Λj < − 3

16 for j ≥ 1, and Λj → −∞.

For the cusps a = 0,∞ denote by Ea

(
z, s, 12

)
the Eisenstein series of weight

1
2 for the group Γ0(4) at the cusp a (for a precise definition see Section 2).

As a function of z, it is an eigenfunction of Δ1/2 of eigenvalue s(s − 1). If f

is an automorphic form of weight 1/2 and the following integral is absolutely

convergent, introduce the notation

ζa(f, r) :=

∫
D4

f(z)Ea

(
z,

1

2
+ ir,

1

2

)
dμz.

If l ≥ 1 is an integer, let Sl+ 1
2
be the space of holomorphic cusp forms of weight

l+ 1
2 with the multiplier system ν1+2l for the group Γ0(4). Note that ν

1+2l = ν

if and only if l is even.

We will be mainly concerned with the case when l is even. If k ≥ 1,

let fk,1, fk,2, . . . , fk,sk be an orthonormal basis of S2k+ 1
2
, and write gk,j(z) =

(Imz)
1
4+k

fk,j(z). We note that gk,j is a Maass cusp form of weight 2k+ 1
2 , and

Δ2k+ 1
2
gk,j =

(
k + 1

4

) (
k − 3

4

)
gk,j (see [F], formulas (4) and (7)).

We also introduce the Maass operators

Kk := (z − z)
∂

∂z
+ k = iy

∂

∂x
+ y

∂

∂y
+ k,

Lk := (z − z)
∂

∂z
− k = −iy ∂

∂x
+ y

∂

∂y
− k.

For basic properties of these operators see [F], pp. 145–146. We just mention

now that if f is a Maass form of weight k, then Kk/2f and Lk/2f are Maass

forms of weight k + 2 and k − 2, respectively.
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1.3. Poisson’s summation and our formula. Now, to state the Poisson

formula, consider the space of smooth, 1-periodic functions on the real line

R, and let D = d/dx be the derivation operator. Then the eigenfunctions of

D in this space are the functions e2πinx, the eigenvalues are 2πin, and these

eigenfunctions form an orthonormal basis of the Hilbert space L2 (Z \R). We

parametrize the eigenvalues with the numbers n, these parameters are contained

in the set R, and the Poisson formula states that if F is a “nice” function on

R and we write w(n) = 1 for every n, then the expression

∞∑
n=−∞

w(n)F (n)

remains unchanged if we replace F by G, where G is the Fourier transform of

F . We inserted the notation w(n) for the identically 1 function to emphasize

the analogy, since in our case we will indeed have nontrivial weights.

In our case, instead of the smooth, 1-periodic functions on R, consider all

the smooth automorphic forms on H of any weight 1
2 + 2k, where k ≥ 0 is any

integer. Instead of the eigenfunctions of D, we will consider the eigenfunctions

of the operators Δ2k+ 1
2
, k ≥ 0. In fact, if k ≥ 0 is fixed, the eigenfunctions

of Δ2k+ 1
2
are almost in a one-to-one correspondence with the eigenfunctions

of Δ2(k+1)+ 1
2
through the Maass operators, except that the eigenfunctions of

weight 2(k + 1) + 1
2 corresponding to holomorphic forms are annihilated by

L(k+1)+ 1
4
. Hence, the essentially different eigenfunctions of the operators Δ2k+ 1

2

(playing a role in the spectral expansion of functions in the spaces L2
2k+ 1

2

(D4))

are the following:

uj,1/2 (j ≥ 0), Ea

(
∗, 1

2
+ ir,

1

2

)
(a = 0,∞, r ∈ R), gk,j (k ≥ 1, 1 ≤ j ≤ sk).

If u is one of these functions, we will parametrize its Laplace eigenvalue by a

number T such that

Δ2k+ 1
2
u =

(
1

2
+ iT

)(
−1

2
+ iT

)
u

with the suitable k. In particular, this parameter will be

Tj in case of uj,1/2, r in case of Ea

(
∗, 1

2
+ ir,

1

2

)
, i

(
1

4
−k
)

in case of gk,j .

These numbers correspond to the numbers n in Poisson’s formula. In our case

these parameters are contained (at least with finitely many possible exceptions:
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call j exceptional, if Tj /∈ R) in the set R ∪D+, where

(1.2) D+ =

{
i

(
1

4
− k

)
: k ≥ 1 is an integer

}
.

Now, in fact we prove not just one summation formula, but many formulas:

to every pair u1,u2 of Maass cusp forms of weight 0 there will correspond a

summation formula. So let us fix two such cusp forms. Our formula states

that there are some weights wu1,u2(j), wu1,u2(a, r) and wu1,u2(k, j) such that if

F is a “nice” function on R ∪ D+, even on R (note that “nice” will mean, in

particular, that the continuous part of F , i.e., the restriction of F to R, extends

as a holomorphic function to a relatively large strip containing R, so we can

speak about F (Tj) even for the exceptional js), then the expression

∞∑
j=0

wu1,u2(j)F (Tj) +
∑

a=0,∞

∫ ∞

−∞
wu1,u2(a, r)F (r) dr

+
∞∑
k=1

sk∑
j=1

wu1,u2(k, j)F

(
i

(
1

4
− k

))

remains unchanged if we write u2 in place of u1, u1 in place of u2, and we replace

F by G, where G is obtained from F by applying a certain integral transform

which maps functions on R ∪ D+, even on R again to such functions: this

integral transform is a so-called Wilson function transform of type II, which

was introduced quite recently by Groenevelt in [G1]. This integral transform

plays the role that the Fourier transform played in the case of Poisson’s formula.

We will speak in more detail about the Wilson function transform of type II

in Section 1.5 below. We just mention here that it shares some nice properties

of the Fourier transform: it is an isometry on a suitably defined Hilbert space,

and it is its own inverse (this last property is true at least on the even functions

in the case of the Fourier transform).

The weights wu1,u2 in the above formula contain very interesting automor-

phic quantities. We give now only wu1,u2(j), since the other weights will be

analogous, and everything will be given precisely in the theorem. So we will

have for j ≥ 0 that wu1,u2(j) equals

Γ

(
3

4
+iTj

)
Γ

(
3

4
−iTj

)∫
D4

B0 (z)u1 (4z)uj, 12 (z)dμz

∫
D4

B0 (z)u2 (4z)uj, 12 (z)dμz.
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1.4. Remarks on relations to other works and on possible future

work. We have shown above that there is a strong formal analogy between

our summation formula and the Poisson summation formula. I guess that this

analogy may be deeper; perhaps there is a common generalization of the two

formulas. I think that the explanation of this analogy and the proof of further

generalization (perhaps even for groups of higher rank) may come from repre-

sentation theory. Such an approach could be useful also for understanding the

appearance of the Wilson function transform of type II in the formula, which

is rather mysterious at the moment. A representation theoretic interpretation

of this integral transform was given by Groenevelt himself in [G2], but it does

not seem to help in the explanation of our formula. However, it is possible that

the general method of [R] for proving spectral identities may be useful in better

understanding our formula.

Spectral identities having similarities to our result were proved by several au-

thors. We mention, e.g., the concrete identities proved in the above-mentioned

paper [R] (as an application of the general method there), and the paper [B-M],

whose method of proof based directly on the spectral structure of the space

L2 (SL(2,Z) \ SL(2,R)) may be also important in the context of our formula.

But, as far as I see, the nearest relative of our result is an identity suggested

by Kuznetsov in [K] and proved by Motohashi in [M]. The weights are different

there than in our case, but the structure of the two formulas are very similar.

Indeed, on the one hand, the summation is over Laplace-eigenvalues and integers

in both cases. On the other hand, in the case of both identities we have the

same type of weights on both sides of the given identity. That formula has been

successfully applied already to analytic problems (see [Iv], [J]), so perhaps our

formula also may be applied along similar lines for the estimation of the weights

wu1,u2 , hence the estimation of triple products, especially in view of the fact

that in the case u1 = u2 the weights are nonnegative.

We mention finally that the weights wu1,u2 (j) (or rather their absolute values

squared) given at the end of Subsection 1.3 are (at least in some cases, and at

least conjecturally) closely related to central values of L-functions. Indeed, let

us assume that uj,1/2 is an eigenfunction of the Hecke operator Tp2 (of weight

1/2) for every prime p �= 2, and that uj,1/2 is an eigenfunction of the operator

L of eigenvalue 1 (see [K-S] for the definitions of the operators Tp2 and L).

Assume also that the first Fourier coefficient at ∞ of uj,1/2 is nonzero. Then

Shimuj,1/2 (the Shimura lift of uj,1/2) is defined in [K-S], pp. 196–197. It is a
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Maass cusp form of weight 0 which is a simultaneous Hecke eigenform. If u1

and u2 are also simultaneous Hecke eigenforms, then by the Theorem of [B] we

see that wu1,u2 (j) is closely related to∫
SL(2,Z)\H

|u1(z)|2
(
Shimuj,1/2

)
(z)dμz

∫
SL(2,Z)\H

|u2(z)|2
(
Shimuj,1/2

)
(z)dμz ,

at least if we accept the unproved but likely statement that the sum in (1.4)

of [B] is a one-element sum (see Remark 2 of [B] and Remark (a) on p. 197 of

[K-S]). Using the formula of Watson (see [W]) we finally get that |wu1,u2 (j)|2
is closely related to

L

(
1

2
, u1 × u1 × Shimuj,1/2

)
L

(
1

2
, u2 × u2 × Shimuj,1/2

)
.

1.5. Wilson function transform of type II. For the statement and for

the proof of our result, we need to quote from [G1] the definition and some

important properties of the Wilson function transform of type II.

Let t1 and t2 be two real numbers, and write

a =
1

4
+ it1, b =

1

4
+ it2, c =

1

4
− it2, d =

3

4
+ it1, t =

1

4
.

Then this set of parameters is self-dual, i.e., for the dual parameters ã, b̃, c̃, d̃,

t̃ defined in formula (2.6) and Section 5.1 of [G1] we have

ã = a, b̃ = b, c̃ = c, d̃ = d, t̃ = t.

We use the notation Γ (X ± Y ) = Γ (X + Y ) Γ (X − Y ) and

Γ(X ± Y ± Z) = Γ(X + Y + Z)Γ(X + Y − Z)Γ(X − Y + Z)Γ(X − Y − Z),

and define

(1.3) H(x) =
Γ
(
1
4 ± it1 ± ix

)
Γ
(
1
4 ± it2 ± ix

)
Γ
(
1
4 ± ix

)
Γ
(
3
4 ± ix

)
π2Γ (±2ix)

and

(1.4) C =
π2

Γ
(
1
2 ± it1

)
Γ
(
1
2 ± it2

) .
Let D+ be as in (1.2), and define the measure dh for functions F on R∪D+,

even on R as∫
F (x)dh(x) :=

C

2π

∫ ∞

0

F (x)H(x)dx + iC
∑

x∈D+

F (x)Resz=xH(z).
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Explicitly, with the notation

Rk = Resz=i( 1
4−k)H (z) ,

we have (writing sj =
1
2 + itj for j = 1, 2)

(1.5) iRk =
2k − 1

2

π2

|Γ (k + it1)|2 |Γ (k + it2)|2
|(s1)k|2 |(s2)k|2

Γ

(
1

2
± it1

)
Γ

(
1

2
± it2

)
.

(Note that there is a mistake in the concrete expression for this residue in

Section 5.1 of [G1]; the formula there should be multiplied by 4t2, which is 1
4

in our case.) This formula means, in particular, that dh is a measure.

The Wilson function

φλ (x) = φλ (x; a, b, c, d)

is defined in [G1], formula (3.2); we use the parameters a, b, c, d given above.

We define the Hilbert space H = H (a, b, c, d; t) to be the space consisting of

functions on R∪D+, even on R that have finite norm with respect to the inner

product

(f, g)H =

∫
f(x)g(x)dh(x).

Then the Wilson function transform of type II is defined in [G1] as

(GF ) (λ) =
∫
F (x)φλ (x) dh(x).

It is defined first (as in the case of the classical Fourier transform) on the dense

subspace of H where this is absolutely convergent. Then it extends to H, and

the following nice theorem is proved in [G1], Theorem 5.10:

The operator G : H → H is unitary, and G is its own inverse.

In our proof the second statement will be important, i.e., that G is its own

inverse. We mention two more important facts that will be needed. The first

one is φλ (x) = φx (λ); see (3.4) of [G1] and remember that our parameters are

self-dual. The second one is that φλ (x; a, b, c, d) is symmetric in a, b, c, 1−d (see
Remark 4.5 of [G1]), hence that our Wilson function transform is symmetric in

t1 and t2.

Since we will work separately with the continuous and discrete part of a

function F on R ∪D+, even on R, we introduce notation for them:

f(x) := F (x) (x ∈ R), an := F

(
i

(
1

4
− n

))
(n ≥ 1).
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So instead of F , we will speak about a pair consisting of an even function f on

R and a sequence {an}n≥1. In this language, the Wilson function transform of

type II of the pair f , {an}n≥1 is the pair of the function g and the sequence

{bn}n≥1 defined by

(1.6) g(λ) =
C

2π

∫ ∞

0

f(x)φλ (x)H(x)dx + iC

∞∑
k=1

akφλ

(
i

(
1

4
− k

))
Rk

and

(1.7)

bn =
C

2π

∫ ∞

0

f(x)φi( 1
4−n) (x)H(x)dx + iC

∞∑
k=1

akφi( 1
4−n)

(
i

(
1

4
− k

))
Rk

for n ≥ 1.

1.6. The Theorem. We now state precisely the summation formula. We still

need some notation. If u is a cusp form of weight 0 for SL(2,Z) with Δ0u =

s(s− 1)u, for n ≥ 0 define a cusp form κn(u) of weight 2n for the group Γ0 (4)

by

(κn(u)) (z) =
(Kn−1Kn−2 · · ·K1K0u) (4z)

(s)n (1− s)n
.

Theorem: Let u1(z) and u2(z) be two Maass cusp forms of weight 0 for

SL(2,Z) with Laplace-eigenvalues sj(sj − 1), where sj = 1
2 + itj and tj > 0

(j = 1, 2). There is a positive constant K depending only on u1 and u2 such

that property P (f, {an}) below is true, if f(x) is an even holomorphic function

for |Imx| < K satisfying that∣∣∣f(x)e−2π|x| (1 + |x|)K
∣∣∣

is bounded on the domain |Imx| < K, and {an}n≥1 is a sequence satisfying that∣∣∣∣∣∣nK+ 3
2

⎛
⎝an − (−1)n

n3/2

∑
0≤m<K

cm
nm

⎞
⎠
∣∣∣∣∣∣

is bounded for n ≥ 1 with some constants cm (m runs over integers with 0 ≤
m < K).
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Property P (f, {an}): By g and bn defined in (1.6) and (1.7) the sum of the

following three lines:

(1.8)

∞∑
j=1

f (Tj) Γ

(
3

4
± iTj

)(
B0κ0 (u1) , uj, 12

)(
B0κ0 (u2) , uj, 12

)
,

(1.9)
1

4π

∑
a=0,∞

∫ ∞

−∞
f (r) Γ

(
3

4
± ir

)
ζa (B0κ0 (u1) , r) ζa (B0κ0 (u2) , r)dr,

(1.10)

∞∑
n=1

anΓ

(
2n+

1

2

) sn∑
j=1

(B0κn (u1) , gn,j) (B0κn (u2) , gn,j)

equals the sum of the following three lines:

(1.11)
∞∑
j=1

g (Tj) Γ

(
3

4
± iTj

)(
B0κ0 (u2) , uj, 12

)(
B0κ0 (u1) , uj, 12

)
,

(1.12)
1

4π

∑
a=0,∞

∫ ∞

−∞
g (r) Γ

(
3

4
± ir

)
ζa (B0κ0 (u2) , r) ζa (B0κ0 (u1) , r)dr,

(1.13)

∞∑
n=1

bnΓ

(
2n+

1

2

) sn∑
j=1

(B0κn (u2) , gn,j) (B0κn (u1) , gn,j).

The sums and integrals in (1.6) and (1.7) are absolutely convergent for |Imλ| < 3
4

and n ≥ 1, and every sum and integral in (1.8)–(1.13) is absolutely convergent.

The class of functions appearing in the theorem seems to be sufficiently gen-

eral, but it may happen that the statement can be extended further for some

other functions.

Convention: In what follows, u1 and u2 (hence t1 and t2) will be fixed. So every

variable and every constant (including the constants implied in the � and O

symbols) may depend on u1 and u2, even if we do not denote this dependence.

1.7. Sketch of the proof of the Theorem. In this sketch we ignore prob-

lems related to convergence; we just give a formal argument. Assume first that

the following special case of the Theorem is already proved:

(1.14) f(x) = 0 (x ∈ R), an = 0 (n �= N), aN = 1
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with a fixed positive integer N . Using Groenevelt’s result that the Wilson

function transform of type II is its own inverse, we can see that this special

case (reading it “in the other direction”, and making the changes u1 → u2,

u2 → u1) proves another case of the Theorem:

(1.15) f(x) = φi( 1
4−N) (x) (x ∈ R), an = φi( 1

4−N)

(
i

(
1

4
− n

))

with a fixed positive integer N .

There is a special case of the Theorem which is easily seen to be true:

(1.16) f(x) =
1

Γ
(
3
4 ± ix

) (x ∈ R), an = 0 (n ≥ 1).

This special case will follow trivially from the spectral theorem for weight 1/2.

It turns out that the general statement can be proved using these three spe-

cial cases by purely analytical means. This will follow from Lemma 7.4, which

implies that a nice enough even function on R can be written as a linear com-

bination of the functions

1

Γ
(
3
4 ± ix

) and φi( 1
4−N) (x) (N ≥ 1).

This will mean that if f is a given nice even function on R, then by (1.15)

(using it for every integer N ≥ 1) and (1.16) we can prove that the Theorem is

true for this f and for some sequence {an}n≥1. But then, using (1.14) for every

integer N ≥ 1, we can achieve any sequence {an}n≥1 without changing f . This

will complete the proof of the Theorem.

Hence, it is enough to prove the special case (1.14). We now give a sketch of

the proof of this special case.

Observe that we have to give an expression for

(1.17)

sN∑
j=1

(B0κN (u1) , gN,j) (B0κN (u2) , gN,j),

which is the inner product of the projection of B0κN (u1) and the projection

of B0κN (u2) to the space (Imz)
1
4+N

S2N+ 1
2
. This is in fact the space of Maass

cusp forms of weight 2N + 1
2 and Δ2N+ 1

2
-eigenvalue

(
N + 1

4

) (
N − 3

4

)
. We will

show that this projection operator can be written as an integral operator: if

U is a cusp form of weight 2N for Γ0(4), then the projection of B0U to the
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above-mentioned space is ∫
H

B0(z)U(z)mN(z, w)dμz

with a suitable kernel function mN . We can apply a theorem of Fay (see our

Lemma 3.4) to determine the Fourier expansions of B0 and U on noneuclidean

circles around w. Since the behavior of mN (z, w) on such circles is well under-

stood, we can compute this integral using geodesic polar coordinates around w,

and we get that the projection equals

∞∑
l=0

CU,lBl(w) (U)−l (w),

where the coefficients CU,l are explicitly known, and

(U)−l =
1

l!
LN−l+1 · · ·LN−1LNU, Bl =

1

l!
K(l−1)+ 1

4
· · ·K 5

4
K 1

4
B0.

Hence, applying it with U = κN (u1) and also with U = κN (u2) we see that for

the computation of (1.17) we have to compute integrals of the form∫
D4

Bl1(w) (κN (u1))−l1
(w)Bl2 (w) (κN (u2))−l2

(w)dμw.

We will consider this integral as the inner product of Bl1(κN (u2))−l2
and

Bl2(κN (u1))−l1
. These are automorphic forms of weight 1

2 + 2(l1 + l2 − N),

and we will compute their inner product using the spectral theorem for this

weight (in the form of Corollaries 3.1 or 3.2 below). This leads us to a sum of

products of triple products of the form(
Bl1(κN (u2))−l2

, F
)(

Bl2(κN (u1))−l1
, F
)
,

where F is a Maass form of weight 1
2 +2(l1+ l2−N). Using partial integration

(in the form of Lemmas 3.1 and 3.2) it turns out in Lemma 4.3 that these triple

products can be written as linear combinations of such triple products which

are present in the Theorem.

This reasoning shows relatively easily that we can get some expression for

(1.17) with the products of inner products which are present in the Theorem.

However, I cannot give a good explanation of the actual form of the relation,

i.e., the occurrence of the Wilson function φλ (x), besides the fact that this will

be the result of the computation.
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1.8. Structure of the paper. In Section 2 we introduce some more notation

and gather together some well-known preliminary facts. In Section 3 we prove

our most important lemmas, then we prove the special case (1.14) of the The-

orem in Section 4, and the general case in Section 5. Some remaining lemmas

on automorphic functions are proved in Section 6. We gather together some

facts related to the function φλ (x) in an Appendix. These facts are used in the

proof of our Theorem. However, these lemmas are completely independent of

automorphic forms; they belong to the area of special functions. Therefore, we

state these lemmas here without proof; their proofs will be published elsewhere.

Acknowledgement. I am grateful to the referee for substantially improving

the presentation of the paper.

2. Further notation and preliminaries

Let D1 be the closure of the standard fundamental domain of SL(2,Z), hence

D1 =

{
z ∈ H : −1

2
≤ Rez ≤ 1

2
, |z| ≥ 1

}
.

Then, it is easy to check that the following set is a closure of a fundamental

domain of Γ0(4):

D4 =

5⋃
j=0

γjD1,

where

γj =

(
0 −1

1 j

)
(0 ≤ j ≤ 3),

and

γ4 =

(
1 0

0 1

)
, γ5 =

(
1 0

−2 1

)
.

In the sequel D4 will always denote this fixed fundamental domain of Γ0(4).

The three cusps for Γ0(4) are ∞, 0 and − 1
2 . If a denotes one of these cusps,

we take a scaling matrix σa ∈ SL(2,R) as explained on p. 42 of [I]. We can

easily see that one can take

σ∞ =

(
1 0

0 1

)
, σ0 =

(
0 −1

2

2 0

)
, σ− 1

2
=

(
−1 −1

2

2 0

)
.
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The only cusp for SL(2,Z) is ∞, and, of course, we take the identity matrix

σ∞ for scaling matrix also in this case.

Let Lα
n and F (α, β, γ; z) be the usual notation for Laguerre polynomials and

Gauss hypergeometric functions, respectively; see [G-R], p. 990 and p. 995.

If a is a cusp for Γ0(4), we define χa by

ν

(
σa

(
1 1

0 1

)
σ−1
a

)
= e(−χa), 0 ≤ χa < 1.

It is easy to check that χ∞ = χ0 = 0, and χ− 1
2
= 3

4 . So the cusps 0 and ∞ are

said to be singular, and −1/2 is said to be nonsingular.

If f is a Maass form of weight l, and Δlf = s(s − 1)f with some Res ≥ 1
2 ,

s = 1
2 + it, and a is a cusp of Γ, then f(σaz)

(
jσa (z)
|jσa (z)|

)−l

has the Fourier

expansion

cf,a(y) +
∑
m∈Z

m−χa �=0

ρf,a(m)W l
2 sgn(m−χa),it

(4π |m− χa| y) e ((m− χa)x)

for z = x+ iy ∈ H where Wα,β is the Whittaker function (see [G-R], p. 1014),

and cf,a(y) = 0 if χa �= 0, while it is a linear combination of ys and y1−s for

s �= 1
2 and of y1/2 and y1/2 log y for s = 1

2 , if χa = 0.

Let Pl(D4) be the space of such smooth automorphic forms of weight l for

Γ0(4) for which we have that for any integers B,C ≥ 0 there is an integer

A = A(B,C) such that(
max

a
Imσ−1

a z
)−A

∣∣∣∣
(
∂B

∂xB
∂C

∂yC
f

)
(z)

∣∣∣∣
is bounded on D4 (i.e., every partial derivative grows at most polynomially

near each cusp on the fixed fundamental domain D4). We denote by Rl(D4)

the space of such smooth automorphic forms of weight l for Γ0(4) for which we

have that for any integers A,B,C ≥ 0 the function(
max

a
Imσ−1

a z
)A ∣∣∣∣

(
∂B

∂xB
∂C

∂yC
f

)
(z)

∣∣∣∣
is bounded on D4 (i.e., every partial derivative decays faster than polynomially

near each cusp on the fixed fundamental domain D4).

Let

Γ∞ = {γ ∈ SL(2,Z) : γ∞ = ∞} .
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For z, w ∈ H let

(2.1) H(z, w) = i
1
2

( |z − w|
(z − w)

) 1
2

=

(
z − w

w − z

)− 1
4

(the last equality holds because the fourth powers are the same, and the argu-

ments of both sides lie in (−π/4, π/4)), as on p. 349 of [H]. It is easy to see that

for any T ∈ SL(2,R) we have

H2(Tz, Tw)

H2(z, w)
=

(
jT (z)

|jT (z)|
)(

jT (w)

|jT (w)|
)−1

,

so

(2.2)
H(Tz, Tw)

H(z, w)
=

(
jT (z)

|jT (z)|
) 1

2
(
jT (w)

|jT (w)|
)− 1

2

,

since both sides lie in the right half-plane. Observe also that

(2.3) H(w, z) = H(z, w).

If z ∈ H is arbitrary, let Tz ∈ PSL(2,R) be such that Tz is an upper

triangular matrix and Tzi = z. It is clear that Tz is uniquely determined by z;

for z = x+ iy we have explicitly

Tz =

(
y

1
2 xy

−1
2

0 y
−1
2

)
.

If z ∈ H is fixed, the function (Im z)
1
4 θ
(
Tz

(
i 1+L
1−L

))
(1− L)

− 1
2 is holomor-

phic for |L| < 1, so it has a Taylor expansion

(2.4) (Im z)
1
4 θ

(
Tz

(
i
1 + L

1− L

))
(1− L)

− 1
2 =

∞∑
n=0

Bn(z)L
n.

We defined in this way a function Bn(z) (z ∈ H) for every n ≥ 0. For n = 0

this is in accordance with (1.1).

For γ1, γ2 ∈ SL(2,R), we define

w(γ1, γ2) = jγ1(γ2z)
1/2jγ2(z)

1/2jγ1γ2(z)
−1/2;

the right-hand side is indeed independent of z ∈ H . Clearly w = ±1.
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For a = 0,∞, Res > 1, z ∈ H and any integer n, define (Γa denotes the

stability group of a in Γ0(4))

Ea

(
z, s,

1

2
+ 2n

)
=

∑
γ∈Γa\Γ0(4)

ν(γ)w
(
σ−1
a , γ

)
(Imσ−1

a γz)s

⎛
⎝ jσ−1

a γ(z)∣∣∣jσ−1
a γ(z)

∣∣∣
⎞
⎠

− 1
2−2n

.

It follows from [F], formula (5) on p. 145 that for n ≥ 0 we have

Ea

(
z, s,

1

2
+ 2n

)
= cn (s)Kn− 3

4
· · ·K 5

4
K 1

4
Ea

(
z, s,

1

2

)
,

for n ≤ 0 we have

Ea

(
z, s,

1

2
+ 2n

)
= cn (s)L 5

4+n · · ·L− 3
4
L 1

4
Ea

(
z, s,

1

2

)
(of course s is fixed and we apply the operators in z), where

cn (s) =

n−1∏
l=0

1

s+ 1
4 + l

for n ≥ 0, and

cn (s) =
−n−1∏
l=0

1

s− 1
4 + l

for n ≤ 0.

It is known that for every z the function Ea

(
z, s, 12

)
has a meromorphic

continuation in s to the whole plane, and this function is regular at every point

s with Res = 1
2 .

If j ≥ 0 and n ≥ 0 are integers, define

uj, 12+2n(z) = cj,n

(
Kn− 3

4
· · ·K 5

4
K 1

4
uj, 12

)
(z);

if j ≥ 1 and n < 0, define

uj, 12+2n(z) = cj,n

(
L 5

4+n · · ·L− 3
4
L 1

4
uj, 12

)
(z),

where the numbers cj,n are chosen in such a way that (uj, 12+2n, uj, 12+2n) = 1,

and, of course, cj,0 = 1 for every j ≥ 0. We see by [F], pp. 145–146 that this

is possible; we have Δ 1
2+2nuj, 12+2n = Sj(Sj − 1)uj, 12+2n, and for a fixed n the

functions uj, 12+2n (j ≥ 0 for n ≥ 0, and j ≥ 1 for n < 0) form an orthonormal

system in L2
1
2+2n

(D4). We also see by (11) of [F] that

(2.5) |cj,n|2 =
1(

Sj +
1
4

)
n

(
5
4 − Sj

)
n
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for n ≥ 0, and

(2.6) |cj,n|2 =
1(

Sj − 1
4

)
−n

(
3
4 − Sj

)
−n

for n ≤ 0. In this case we used also the general identity

(2.7) Kkg = L−kg,

and we will use frequently (and sometimes tacitly) this identity throughout the

paper.

For n ≥ k ≥ 1 and 1 ≤ j ≤ sk, let

gk,j,n = ck,j,nKn− 3
4
· · ·Kk+ 5

4
Kk+ 1

4
gk,j ,

where ck,j,n is chosen such that (gk,j,n, gk,j,n) = 1. By [F], pp. 145–146 this

is possible, Δ2n+ 1
2
gk,j,n =

(
k + 1

4

) (
k − 3

4

)
gk,j,n, and for a fixed n > 0 the

functions {
uj, 12+2n : j ≥ 0

}
∪ {gk,j,n : 1 ≤ k ≤ n, 1 ≤ j ≤ sk}

form an orthonormal system in L2
1
2+2n

(D4). We also see by (11) of [F] that

(2.8) |ck,j,n|2 =
1(

2k + 1
2

)
n−k

(n− k)!

for n ≥ k ≥ 1 and 1 ≤ j ≤ sk.

We will make several times a transition to geodesic polar coordinates: if

z0 ∈ H is fixed, then for every z ∈ H we can uniquely write

(2.9)
z − z0
z − z0

= tanh(
r

2
)eiφ

with r > 0 and 0 ≤ φ < 2π. The invariant measure is expressed in these new

coordinates as dμz = sinh rdrdφ.

3. Basic lemmas

3.1. Partial integration. We prove here two simple lemmas, but they will

play an important role in the proof of the Theorem, as mentioned in Subsection

1.7.
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Lemma 3.1: Let f1 ∈ P2m1(D4) and f2 ∈ P2m2(D4) with m1 +m2 = 3
4 , and

assume that at least one of f1 ∈ R2m1(D4) and f2 ∈ R2m2(D4) is true. Then

we have∫
D4

B0(z) (Lm1f1) (z)f2(z)dμz = −
∫
D4

B0(z)f1(z) (Lm2f2) (z)dμz.

Proof. By (9) of [F] (we use a slight extension of that formula, because our

functions are not of compact support, but the rapid decay at cusps is sufficient)

and (2.7) we have∫
D4

B0(z)
(
L 3

4
(f1f2)

)
(z)dμz = −

∫
D4

(
L 1

4
B0

)
(z) (f1f2) (z)dμz.

The right-hand side here is 0, since L 1
4
B0 = 0 by (4) of [F]. On the other hand,

(Lm1+m2(f1f2)) (z) = (Lm1f1) (z)f2(z) + f1(z) (Lm2f2) (z)

by the definitions, and this proves the lemma.

In the next lemma we deal with the functions Bn defined in (2.4); the basic

properties of these functions are given in Lemma 6.1 in Section 6.

Lemma 3.2: Let l ≥ 0 be an integer, let f ∈ P2m(D4) and g ∈ P2n(D4) with

m+n = − 1
4 − l, and assume that at least one of f ∈ R2m(D4) and g ∈ R2n(D4)

is true. Then ∫
D4

Bl(z)f(z)g(z)dμz

equals

(−1)l

l!

l∑
L=0

(
l

L

)∫
D4

B0(z) (Km+L−1 · · ·Km+1Kmf) (z)

× (Kn+l−L−1 · · ·Kn+1Kng) (z)dμz.

Proof. Using (6.2), and formula (9) of [F] (a slight extension of that formula

again), we easily get that∫
D4

Bl(z)f(z)g(z)dμz =
(−1)l

l!

∫
D4

B0(z)
(
K− 5

4
· · ·K−l+ 3

4
K−l− 1

4
(fg)

)
(z)dμz .

Using the general identity

(Km1+m2(f1f2)) (z) = (Km1f1) (z)f2(z) + f1(z) (Km2f2) (z)

several times, we get the lemma.
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3.2. Inner product of two automorphic forms of weight
1
2+2n. Here

n is any integer. First we give the spectral decomposition of an f ∈ R 1
2+2n(D4)

in Lemma 3.3: in the case n ≥ 0 we give a complete spectral decomposition

(Lemma 3.3 (i)), in the case n < 0 a slightly less complete statement will

be enough for our purposes (Lemma 3.3 (ii)). We then give two corollaries

describing the inner product of two forms. We again give a complete statement

in the case n ≥ 0 (Corollary 3.1); in the case n < 0 (Corollary 3.2) the vanishing

property (3.3) will suffice instead of a detailed spectral expression for the inner

product.

Every statement here is more or less standard, therefore we just give brief

indications of the proofs.

Lemma 3.3: Let n be an integer, and f ∈ R 1
2+2n(D4). Write

ζa(f, r) :=

∫
D4

f(z)Ea

(
∗, 1

2
+ ir,

1

2
+ 2n

)
dμz

for a = 0,∞ and real r. Define

gf = f −
∞∑

j=j0

(f, uj, 12+2n)uj, 12+2n

− 1

4π

∑
a=0,∞

∫ ∞

−∞
ζa(f, r)Ea

(
∗, 1

2
+ ir,

1

2
+ 2n

)
dr,

where j0 = 0 for n ≥ 0, and j0 = 1 for n < 0.

(i) If n ≥ 0, we have

(3.1) gf =

n∑
k=1

sk∑
j=1

(f, gk,j,n)gk,j,n.

(ii) If n < 0, we have

(3.2) gf =

−n∑
k=1

K−n− 5
4
· · ·Kk+ 3

4
Kk− 1

4
Gk,n,

where Gk,n(z) = (Im z)−
1
4+kHk,n(z) with some Hk,n ∈ S2k− 1

2
.

Remarks on the proof. The case n = 0 (where the statement in (3.1) is gf = 0)

is well-known, and follows, e.g., from [P], formula (27). For larger |n| we can

prove the statements by induction, applying the suitable operator L for the

left-hand side of (3.1) and (3.2), and applying [F], formula (4).
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Corollary 3.1: If f1, f2 ∈ R 1
2+2n(D4), then for n ≥ 0 we have that (f1, f2)

equals the sum of
∞∑
j=0

(f1, uj, 12+2n)(f2, uj, 12+2n) +

n∑
k=1

sk∑
j=1

(f1, gk,j,n)(f2, gk,j,n)

and
1

4π

∑
a=0,∞

∫ ∞

−∞
ζa(f1, r)ζa(f2, r)dr.

Moreover, we have that the sum of

∞∑
j=0

∣∣∣(f1, uj, 12+2n)(f2, uj, 12+2n)
∣∣∣+ n∑

k=1

sk∑
j=1

∣∣∣(f1, gk,j,n)(f2, gk,j,n)∣∣∣
and

1

4π

∑
a=0,∞

∫ ∞

−∞

∣∣∣ζa(f1, r)ζa(f2, r)∣∣∣ dr
is ≤

(∫
D4

|f1(z)|2 dμz

) 1
2
(∫

D4
|f2(z)|2 dμz

) 1
2

.

Remarks on the proof. The expression for (f1, f2) follows at once from Lemma

3.3 (i). The inequality of the lemma follows by Cauchy’s inequality.

Corollary 3.2: If n < 0 and f ∈ R 1
2+2n(D4), then we have (gf is defined in

Lemma 3.3)

(3.3) K− 3
4
· · ·Kn+ 5

4−rKn+ 1
4−rLn+ 5

4−r · · ·L− 3
4+nL 1

4+ngf = 0

for every integer r ≥ 0. If h is another element of R 1
2+2n(D4), then (f, h) equals

(3.4) (gf , h) +

∞∑
j=1

(f, uj, 12+2n)(h, uj, 12+2n) +
1

4π

∑
a=0,∞

∫ ∞

−∞
ζa(f, r)ζa(h, r)dr,

and

|(gf , h)|+
∞∑
j=1

∣∣∣(f, uj, 12+2n)(h, uj, 12+2n)
∣∣∣+ 1

4π

∑
a=0,∞

∫ ∞

−∞

∣∣∣ζa(f, r)ζa(h, r)∣∣∣ dr
is ≤

(∫
D4

|f(z)|2 dμz

) 1
2
(∫

D4
|h(z)|2 dμz

) 1
2

.

Remarks on the proof. We see by (2.7) and Lemma 3.3 (ii) that for the proof

of (3.3) it is enough to show that

L 3
4
· · ·Lk− 1

4

(
Lk+ 3

4
· · ·L−n− 1

4+rK−n− 5
4+r · · ·Kk− 1

4
Gk,n

)
= 0
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for every 1 ≤ k ≤ −n. This is true by (8) and (4) of [F], so (3.3) follows.

Formula (3.4) follows at once from the definition of gf . Lemma 3.3 (ii) easily

implies

(gf , h) = (gf , gh),

and then the inequality follows from (3.4) and Cauchy’s inequality.

3.3. Fourier expansion of Laplace-eigenforms on noneuclidean cir-

cles. We reproduce here an important theorem of Fay, which will be applied

several times in the paper.

Lemma 3.4: Let k ∈ R, s ∈ C, and let f be a smooth function on H satisfying

Δ2kf = s (s− 1) f . If z0 ∈ H is given, then for every z ∈ H we have the

absolutely convergent expansion

(3.5) f(z)

(
z − z0
z0 − z

)k

=
∞∑

n=−∞
(f)n (z0)P

n
s,k(z, z0)e

inφ,

where r = r (z, z0) > 0 and 0 ≤ φ = φ (z, z0) < 2π are determined from z by

(2.9), and

(3.6) Pn
s,k(z, z0) =(
tanh

( r
2

))|n| (
1− tanh2

( r
2

))kn

F (s− kn, 1− s− kn, 1 + |n| ,−y)
with

y =
tanh2( r2 )

1− tanh2( r2 )
, kn = k

n

|n| for n �= 0, k0 = ±k,

n! (f)n (z0) = (Kk+n−1 · · ·Kk+1Kkf) (z0) for n ≥ 0,

(3.7)
(−n)! (f)n (z0) =

(
K−k−n−1 · · ·K−k+1K−kf

)
(z0)

= (Lk+n+1 · · ·Lk−1Lkf) (z0) for n ≤ 0.

Proof. This follows from Theorems 1.1 and 1.2 of [F]. Formula (3.6) is formally

different from (13) of [F], but the right-hand side of (3.6) equals(
tanh

(r
2

))|n| (
1− tanh2

( r
2

))s
F
(
s− kn, s+ |n|+ kn, 1 + |n| , tanh2

(r
2

))
by [G-R], p. 998, 9.131.1. For the second equality in (3.7) we use again (2.7).

We remark that for a fixed r > 0 the left-hand side of (3.5) is a smooth 2π-

periodic function of φ ∈ R (z is determined from φ by (2.9)), and the right-hand
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side is its Fourier expansion, hence it is absolutely convergent. The lemma is

proved.

4. Proof of the theorem in a special case

Let N ≥ 1 be an integer. Our aim in this section is to prove the following

special case. See the Theorem for property P (f, {an}).
Lemma 4.1: Property P (f, {an}) is true if f is identically zero, an = 0 for

n �= N , and aN = 1. We have the estimates

(4.1)
∞∑
j=1

∣∣∣∣φTj

(
i

(
1

4
−N

))
Γ

(
3

4
± iTj

)(
B0κ0 (u2) , uj, 12

)(
B0κ0 (u1) , uj, 12

)∣∣∣∣
≤ CND,

(4.2)∑
a=0,∞

∫ ∞

−∞

∣∣∣∣φr
(
i

(
1

4
−N

))
Γ

(
3

4
± ir

)
ζa (B0κ0 (u2) , r) ζa (B0κ0 (u1) , r)dr

∣∣∣∣
≤ CND,

(4.3)
∞∑
k=1

sk∑
j=1

∣∣∣∣φi( 1
4−k)

(
i

(
1

4
−N

))
Γ

(
2k +

1

2

)
(B0κk (u2) , gk,j) (B0κk (u1) , gk,j)

∣∣∣∣
≤ CND,

with positive constants C and D depending only on u1, u2.

In the proof of the general case of the theorem the upper bounds (4.1)–(4.3)

will be important.

4.1. Projection to the space S2N+ 1
2
. We first construct a kernel function,

then we show that the integral operator with this kernel function maps B0U (if

U is a cusp form of weight 2N for Γ0(4)) into S2N+ 1
2
; finally, we expand this

image of B0U in our given basis of S2N+ 1
2
.

Write

kN (y) = (1 + y)
−N− 1

4 , HN (z, w) = H(z, w)4N+1,
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where H(z, w) is defined in (2.1), and for z, w ∈ H define

kN (z, w) = kN

(
|z − w|2

4 Im z Imw

)
HN (z, w)

and

KN(z, w) =
∑

γ∈Γ0(4)

kN (γz, w)ν(γ)

(
jγ(z)

|jγ(z)|
)− 1

2−2N

;

this sum can be seen to be absolutely convergent. It is not hard to check that

if w ∈ H is fixed, then for every δ ∈ Γ0(4) and z ∈ H we have

(4.4) KN(δz, w) = ν(δ)

(
jδ(z)

|jδ(z)|
) 1

2+2N

KN(z, w).

Let U be a cusp form of weight 2N for Γ0(4) with Δ2NU = s(s− 1)U . Then

we may define

(4.5) FU (w) = (Imw)
−N− 1

4

∫
D4

B0(z)U(z)KN(z, w)dμz

for w ∈ H . We claim that FU ∈ S2N+ 1
2
. We remark first that it is not hard to

check using (2.2) and (2.3) that

(4.6) KN(w, z) = KN (z, w).

So the required transformation property of FU follows at once from (4.4). It is

not hard to check that (Imw)
−N− 1

4 kN (w, z) is holomorphic in w for every z,

using the identity

(4.7) 4 Im z Imw + |z − w|2 = |z − w|2 ,
and then the same is true for (Imw)

−N− 1
4 KN(w, z), using

(4.8)
Imw

|jγ(w)|2
= Im γw.

Hence FU (w) is holomorphic. It remains to check the behavior at cusps, i.e.,

that ∣∣∣FU (σaw) (jσa(w))
−2N− 1

2

∣∣∣→ 0

as Imw → ∞ for each of the three cusps (in the case of a = − 1
2 much less would

be enough in fact, but it can be proved easily). To see this, we use the trivial

estimate

|KN (z, w)| ≤
∑

γ∈Γ0(4)

kN

(
|γz − w|2

4 Imγz Imw

)
,
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and the fact that |B0(z)U(z)| is bounded in z. These bounds together with

the definition of kN (y) imply that the integral in (4.5) is bounded in w, and

then the factor (Imw)
−N− 1

4 assures the required estimate (taking into account

(4.8)). Hence indeed, FU ∈ S2N+ 1
2
.

Consider the inner product

(4.9)

∫
D4

(Imw)
2N+ 1

2 FU (w)fN,j(w)dμw

for some 1 ≤ j ≤ sN . This is easily seen to be absolutely convergent as a double

integral (see (4.5)). Using (4.6) we see by unfolding for any z ∈ D4 that

(4.10)∫
D4

KN (z, w)fN,j(w) (Imw)
N+ 1

4 dμw = 2

∫
H

kN (w, z)fN,j(w) (Imw)
N+ 1

4 dμw.

We use geodesic polar coordinates around z:

w − z

w − z
= tanh

( r
2

)
eiφ,

and since (using (4.7) and the definition of kN (y)) we have

1

1− tanh2( r2 )
=

|w − z|2
4 Im z Imw

and kN

(
|z − w|2

4 Im z Imw

)
=

(
|z − w|2

4 Im z Imw

)−N− 1
4

,

so (taking into account the definition of kN (w, z) and HN (w, z)) we see that

(4.10) equals

2i
1
2+2N

(
1

4 Im z

) 1
4+N ∫ ∞

0

(
1− tanh2

(r
2

))2N+ 1
2

(∫ 2π

0

Fr(φ)dφ

)
sinh rdr,

where we write

Fr(φ) = (w − z)
1
2+2N

fN,j(w)

using the explicit expression for w in terms of r and φ:

w =
z − z tanh( r2 )Z

1− tanh( r2 )Z
with Z := eiφ.

For fixed 0 < r < ∞ and z ∈ D4 this last expression is a regular function of Z

(with values in H) in a domain containing the unit circle, hence by Cauchy’s

formula the inner integral is 2π (z − z)
1
2+2N

fN,j(z), so (4.10) equals (recall

gN,j(z) = (Im z)N+ 1
4 fN,j(z))

4πgN,j(z)

∫ ∞

0

(
1− tanh2

(r
2

))2N+ 1
2

sinh rdr.
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The integral can be computed; its value is 4/(4N − 1). So by (4.5) we get

that (4.9) equals

16π

4N − 1

∫
D4

B0(z)U(z)gN,j(z)dμz .

Since the functions fN,j form an orthonormal basis of S2N+ 1
2
, this implies for

any w ∈ H that

(4.11) FU (w) (Imw)
N+ 1

4 =
16π

4N − 1

sN∑
j=1

(∫
D4

B0(z)U(z)gN,j(z)dμz

)
gN,j(w).

4.2. Computation in geodesic polar coordinates. We now compute the

left-hand side of (4.11) in another way: by unfolding the right-hand side of

(4.5). Up to some point, we continue working with a general cusp form U of

weight 2N for Γ0(4), but then we will specialize to U = κN(u), where u is a

cusp form of weight 0 for SL(2,Z).

By unfolding we see that

(4.12)

∫
D4

B0(z)U(z)KN(z, w)dμz = 2

∫
H

B0(z)U(z)kN (z, w)dμz

for any fixed w ∈ H . The integrand here can be written as (see (2.1))(
B0(z)

(
z − w

w − z

) 1
4

)(
U(z)

(
z − w

w − z

)N
)
kN

(
|z − w|2

4 Im z Imw

)
.

We now use geodesic polar coordinates around w:

z − w

z − w
= tanh

( r
2

)
eiφ,

and using the substitution

y =
tanh2( r2 )

1− tanh2( r2 )

we get that (4.12) equals

(4.13) 4

∫ ∞

0

kN (y)

(∫ 2π

0

(
B0(z)

(
z − w

w − z

) 1
4

)(
U(z)

(
z − w

w − z

)N
)
dφ

)
dy,

where 0 < r = r(y) < ∞ and z = z(y, φ) ∈ H are determined from y and φ by

the relations above.
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For every fixed y we will now compute the inner integral by the Fourier

expansions of the two functions there, and then we will integrate in y. To

justify this computation, we remark that if

B0(z)

(
z − w

w − z

) 1
4

=

∞∑
l=−∞

al(y)e
ilφ and U(z)

(
z − w

w − z

)N

=

∞∑
l=−∞

bl(y)e
ilφ,

then for any y, by Cauchy’s inequality in l and Parseval’s formula in φ, we have

that (the implied constant in � below is absolute)

∞∑
l=−∞

|al(y)b−l(y)| �
(∫ 2π

0

|B0(z)|2 dφ
) 1

2
(∫ 2π

0

|U(z)|2 dφ
) 1

2

,

hence by Cauchy’s inequality in y we get that∫ ∞

0

kN (y)
∞∑

l=−∞
|al(y)b−l(y)| dy

is

�
(∫ ∞

0

kN (y)

∫ 2π

0

|B0(z)|2 dφdy
) 1

2
(∫ ∞

0

kN (y)

∫ 2π

0

|U(z)|2 dφdy
) 1

2

,

which is (making backwards the steps leading from (4.12) to (4.13))

�MU (w) :=

(∫
D4

K∗
N(z, w) |B0(z)|2 dμz

) 1
2
(∫

D4

K∗
N (z, w) |U(z)|2 dμz

) 1
2

with implied absolute constant, where

K∗
N (z, w) =

∑
γ∈Γ0(4)

kN

(
|γz − w|2

4 Imγz Imw

)
.

We get an upper bound for this by extending the summation for γ ∈ SL(2,Z),

and then we can see by Lemma 6.3 (using (6.9) and (6.10) for fixed z1) and the

concrete form of kN that K∗
N (z, w) is bounded in z, soMU (w) is a finite number

for every fixed w, hence we can compute (4.13) as we described above.

We now compute (4.13) explicitly for a given w. By Lemma 3.4 and (6.2),

taking into account that L1/4B0 = 0, we get

B0(z)

(
z − w

w − z

) 1
4

=

∞∑
l=0

(
tanh

( r
2

))l (
1− tanh2

( r
2

)) 1
4

Bl(w)e
ilφ,
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and again by Lemma 3.4 we have

U(z)

(
z − w

w − z

)N

=

∞∑
m=−∞

(U)m (w)Pm
s,N (z, w)eimφ

with the functions (U)m defined in Lemma 3.4; we will determine them explicitly

later. Using (3.6) we get for any l ≥ 0 that (recall y =
tanh2( r

2 )

1−tanh2( r
2 )
)∫ ∞

0

kN (y)
(
tanh

( r
2

))l (
1− tanh2

( r
2

)) 1
4

P−l
s,N (z, w)dy

equals ∫ ∞

0

yl (1 + y)
− 1

2−l
F (s+N, 1− s+N, 1 + l,−y)dy,

and by [G-R], p. 807, 7.512.10 the value of this integral is

Γ (1 + l) Γ
(
s− 1

2 +N
)
Γ
(−s+ 1

2 +N
)

Γ
(
1
2 + l

)
Γ
(
1
2 + 2N

) .

So FU (w) (Imw)
N+ 1

4 equals (using (4.5), (4.12) and (4.13))

(4.14) 8π
Γ
(
s− 1

2 +N
)
Γ
(−s+ 1

2 +N
)

Γ
(
1
2 + 2N

) ∞∑
l=0

Γ (1 + l)

Γ
(
1
2 + l

)Bl(w) (U)−l (w).

It remains to determine (U)−l (w). By (3.7) for every l ≥ 0 we have

(4.15) (U)−l (w) =
1

l!

(
K−N+l−1 · · ·K−N+1K−N

(
U
))

(w) .

We now assume that U = κN (u), where u is a cusp form of weight 0 for SL(2,Z)

with Δ0u = s(s − 1)u, s = 1
2 + it and t ≥ 0. Using (4.15), the definition of

κn(u), (2.7) and [F], p. 145, formula (8), we get that

(4.16) (U)−l (w) =
(−1)

l

l!
(κN−l(u)) (w) for 0 ≤ l ≤ N,

and then it follows by induction on the basis of (4.15) that

(4.17) (U)−l (w) =
(−1)

N

l!
(K−N+l−1 · · ·K1K0 (u)) (4w) for l ≥ N.

We note a consequence of (4.16) and (4.17), which will be useful later: by the

definition of κn(u) and by [F], formula (11) we can check for every l ≥ 0 with

v = u or v = u that

(4.18)
∣∣(U)−l (w)

∣∣ =
∣∣∣∣∣(s−N)l
l! (s)N

(
1

(s)|l−N |
K|l−N |−1 · · ·K1K0 (v)

)
(4w)

∣∣∣∣∣ .
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4.3. The inner product of two projections. We now consider two cusp

forms of weight 2N for Γ0(4), and we substitute the results of the previous two

subsections. For proving convergence, we need an upper bound lemma.

Let Uj(z) = (κN (uj)) (z) for j = 1, 2, where u1, u2 are as in the Theorem.

Then U1 and U2 are two cusp forms of weight 2N for Γ0(4) with Δ2NUj =

sj(sj − 1)Uj (j = 1, 2), and we have by (4.11), applying it for U = U1 and also

for U = U2, that

(4.19)

sN∑
j=1

∫
D4

B0(z)U1(z)gN,j(z)dμz

∫
D4

B0(z)U2(z)gN,j(z)dμz

equals

(
4N − 1

16π

)2 ∫
D4

FU1(w) (Imw)N+ 1
4 FU2 (w) (Imw)N+ 1

4 dμw.

Using (4.14) twice in this last expression, we then see that (4.19) equals

(4.20)∏2
i=1

(
Γ
(
si − 1

2 +N
)
Γ
(−si + 1

2 +N
))

Γ2
(− 1

2 + 2N
) ∞∑

l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

)Il1,l2 ,
where Il1,l2 is defined by

(4.21) Il1,l2 =

∫
D4

(
Bl1(w)(U2)−l2

(w)
)(

Bl2(w)(U1)−l1
(w)
)
dμw

(this depends also on U1 and U2, of course, but we do not denote it). This

computation is justified by the next lemma, which will be used also later.

Lemma 4.2: We have

J :=

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

)Jl1,l2 ≤ 1

Γ2
(
1
2 +N

)D1N
D222N

with some positive constants D1, D2 depending only on u1 and u2, where

Jl1,l2 :=

(∫
D4

∣∣Bl1(w) (U2)−l2
(w)
∣∣2 dμw

) 1
2
(∫

D4

∣∣Bl2(w) (U1)−l1
(w)
∣∣2 dμw

) 1
2

.
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Proof. Let 1 < K < 3/2 be fixed. Clearly Jl1,l2 is at most

(1 + l2)
K

(1 + l1)
K

∫
D4

∣∣Bl1(w) (U2)−l2
(w)
∣∣2 dμw

+
(1 + l1)

K

(1 + l2)
K

∫
D4

∣∣Bl2(w) (U1)−l1
(w)
∣∣2 dμw.

Hence, by Lemma 6.4 and (4.18) we have, using K > 1, that

J �u1,u2

2∑
i=1

∣∣∣∣ 1

(si)N

∣∣∣∣
2 ∞∑
l=0

(1 + l)
1
2+K

∣∣∣∣(si −N)l
l!

∣∣∣∣
2

log2 (2 + |l −N |) .

Using N ≥ 1, K < 3/2, by simple estimates (using, e.g., also the summation

formula for F (α, β, γ; 1); see [G-R], p. 998, 9.122.1) and Stirling’s formula we

obtain the lemma.

4.4. Inner products (Bl1(U2)−l2 , F ). For the computation of Il1,l2 (see (4.21))

using Corollaries 3.1 and 3.2, we give expressions for such inner products, mostly

with Maass forms F (see (i), (ii) and (iii) of Lemma 4.3 below), but because of

Corollary 3.2 we need such inner products also for some automorphic F which

are not Laplace eigenfunctions (see (iv) of Lemma 4.3).

Let U2 be as in Subsection 4.3. The definition of the constants cj,r and ck,j,r

can be found above formulas (2.5) and (2.8), respectively. During the proof we

will use several times tacitly (2.7) and the general fact that if Δlg = s(s− 1)g,

then Δ−lg = s(s− 1)g.

Lemma 4.3: Let l1, l2 ≥ 0, and m = 1
4 + (l1 + l2 −N). Introduce the notation

AL1 (S) = Γ

(
1

4
+ S

)
(−1)L1+l2

l2!

Γ (s2 −N + l2 + L1)

Γ (s2 +N − l2 − L1)

(S −m)l1−L1

Γ (S +m− l1 + L1)
.

Let F ∈ P2m(D4) satisfy the conditions of (i), (ii), (iii) or (iv) below. Then

(4.22)

∫
D4

Bl1(w)(U2)−l2
(w)F (w)dμw =

(−1)l1

l1!

l1∑
L1=0

(
l1
L1

)
JL1 (F ) ,

where JL1 (F ) is given in the various cases as follows.

(i) If F = uj,2m, where j ≥ 0 for m > 0, and j ≥ 1 for m < 0, then for

every 0 ≤ L1 ≤ l1 we have that JL1 (F ) equals

AL1 (Sj) cj,l1+l2−N

(
Sj+

1

4
sgn

(
m− 1

4

))
|m− 1

4 |

∫
D4

B0(w)u2 (4w)uj, 12 (w)dμw.
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(ii) If F = Ea (∗, s, 2m) with a = 0 or ∞, Re s = 1
2 , then for every 0 ≤

L1 ≤ l1 we have that

JL1 (F ) = AL1 (s)

∫
D4

B0(w)u2 (4w)Ea

(
w, s,

1

2

)
dμw.

(iii) If F = gk,j,l1+l2−N with some 1 ≤ k ≤ l1 + l2 −N , 1 ≤ j ≤ sk, then for

every 0 ≤ L1 ≤ l1 we have that

JL1 (F )

=AL1

(
k+

1

4

)
ck,j,l1+l2−N

(
k+

1

2

)
m− 1

4

∫
D4

B0(w) (κk (u2)) (w)gk,j(w)dμw.

(iv) If m < 0, and F ∈ P2m(D4) is such that

K− 3
4
· · ·Km−r+1Km−rLm+1−r · · ·Lm−1LmF = 0

for every integer r ≥ 0, then for every 0 ≤ L1 ≤ l1 we have that

JL1 (F ) = 0.

Proof. First we assume only F ∈ P2m(D4). By Lemma 3.2 we see that (4.22)

holds with

(4.23) JL1 (F )

=
(
B0,

(
LN−l2−L1+1 · · ·LN−l2−1LN−l2 (U2)−l2

)
(Lm−l1+L1+1 · · ·Lm−1LmF )

)
,

(the right-hand side denotes an inner product on D4). It is clear by (4.15) that

(4.24) LN−l2−L1+1 · · ·LN−l2−1LN−l2 (U2)−l2
=

(l2 + L1)!

l2!
(U2)−l2−L1

.

For the computation of JL1 (F ) we now distinguish between two cases.

Case I. We assume l2 + L1 ≤ N . Then we see by (4.24) and (4.16) that(
LN−l2−L1+1 · · ·LN−l2−1LN−l2 (U2)−l2

)
(w)

equals

(−1)N
l2!

Γ (s2−N+l2+L1)

Γ (s2 +N − l2 − L1)
(L1−N+l2+L1 · · ·L−1L0u2) (4w) .

Hence, using Lemma 3.1, we see that if l2 + L1 ≤ N , then JL1 (F ) equals

(4.25)
(−1)

l2+L1

l2!

Γ (s2 −N + l2 + L1)

Γ (s2 +N − l2 − L1)

∫
D4

B0(w)(u2) (4w)Fl1,L1(w)dμw ,
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where we write

(4.26) Fl1,L1 := L 3
4
· · ·L−m+l1−L1−1L−m+l1−L1

(
Lm−l1+L1+1 · · ·Lm−1LmF

)
.

By (4.25) and (4.26) we get (iv) of the lemma at once (since if m < 0, then we

are in Case I for every L1 ≤ l1).

Assume that F is a Maass form, and Δ2mF = S(S − 1)F . Then, applying

(8) of [F], we see that if l1 + l2 ≥ N ≥ l2 + L1, then

(4.27) Fl1,L1 =
Γ
(
S + 1

4

)
Γ (S −m+ l1 − L1)

Γ
(
S − 1

4

)
Γ (S +m− l1 + L1)

L 5
4
· · ·Lm−1LmF ;

if l1 + l2 < N , then

(4.28) Fl1,L1 =
Γ (S +m)Γ (S −m+ l1 − L1)

Γ (S −m)Γ (S +m− l1 + L1)
L 3

4
· · ·L−m−1L−m

(
F
)
.

And, using (8) and (4) of [F], by (4.25), (4.27) and (4.28) we get, checking every

case, that (i), (ii) and (iii) are true for the case l2 + L1 ≤ N . (In case (iii) we

have that (4.27) is 0, and also AL1

(
k + 1

4

)
= 0.)

Case II. Assume now that l2 +L1 > N . In this case, we need to consider F

only of the following form: F = Km−1Km−2 · · ·K 5
4+tK 1

4+tF0 with an integer

0 ≤ t ≤ l1 + l2 −N and a Maass form F0 of weight 1
2 + 2t for Γ0(4), such that

we have t = 0 or L 1
4+tF0 = 0. Let Δ 1

2+2tF0 = S(S− 1)F0. It is clear, using (4)

and (8) of [F], that if l2 + L1 −N < t (hence m− l1 + L1 + 1 ≤ 1
4 + t ≤ m and

t > 0), then

(4.29) Lm−l1+L1+1 · · ·Lm−1LmF = 0.

If l2 + L1 −N ≥ t, then Lm−l1+L1+1 · · ·Lm−1LmF equals (by (8) of [F])

Γ
(
S − 1

4 − l2 − L1 +N
)
Γ (S +m)

Γ
(
S + 1

4 + l2 + L1 −N
)
Γ (S −m)

K− 3
4+l2+L1−N · · ·K 5

4+tK 1
4+tF0,

and so, by (4.23), Lemma 3.1 and (4.24), JL1 (F ) equals

(4.30)

(−1)
l2+L1−N−t Γ

(
S− 1

4−l2−L1+N
)
Γ (S+m)

Γ
(
S+ 1

4+l2+L1 −N
)
Γ (S−m)

∫
D4

B0(w)Vl2,L1(w)F0(w)dμw,

where we write

Vl2,L1 :=
(l2 + L1)!

l2!
Lt+1 · · ·L−N+l2+L1−1L−N+l2+L1

(
(U2)−l2−L1

)
.
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Since l2 + L1 > N , by (4.17) we get

(U2)−l2−L1
(w) =

(−1)
N

(l2 + L1)!
(K−N+l2+L1−1 · · ·K1K0 (u2)) (4w),

hence, again by (8) of [F], for l2 + L1 −N ≥ t we get

(4.31)

Vl2,L1(w) =
(−1)

N

l2!

Γ (s2 − t)Γ (s2 −N + l2 + L1)

Γ (s2 + t)Γ (s2 +N − l2 − L1)
(Kt−1 · · ·K1K0 (u2)) (4w).

By (4.23), (4.29), (4.30) and (4.31), checking every case, we get that (i), (ii)

and (iii) are true also for l2 + L1 > N . (In case (iii) and l2 + L1 − N < k we

have that (4.29) is 0, and also AL1

(
k + 1

4

)
= 0.) The lemma is proved.

4.5. Expression for the sum in (4.20). We first compute Il1,l2 (see (4.21))

on the basis of the previous subsection, using Corollary 3.1 for the case

l1+ l2 ≥ N , and Corollary 3.2 for l1+ l2 < N . Then we substitute the obtained

expressions into (4.20).

We first note that

(4.32)

∫
D4

Bl2(w)(U1)−l1
(w)F (w)dμw

is the same as the left-hand side of (4.22), if we use the substitutions l1 ↔ l2,

U1 ↔ U2. Hence we can compute also (4.32) using Lemma 4.3.

As in Lemma 4.3, write

m =
1

4
+ l1 + l2 −N.

In fact we should write m = ml1,l2 to indicate the dependence on l1 and l2 (note

that N is fixed), but for simplicity we use just the notation m.

In the case l1 + l2 ≥ N , by Corollary 3.1 and (i), (ii) and (iii) of Lemma 4.3,

using also (2.5) and (2.8) we get that Il1,l2 equals the sum of

∞∑
j=0

Cl1,l2,j(v2, uj, 12 )(v1, uj,
1
2
) +

l1+l2−N∑
k=1

sk∑
j=1

Cl1,l2(k, j)(v2,k, gk,j)(v1,k, gk,j)

and
1

4π

∑
a=0,∞

∫ ∞

−∞
Cl1,l2(r)ζa(v2, r)ζa(v1, r)dr,

where we write

vi = vi,0, vi,k = B0κk (ui) (i = 1, 2 and k = 0, 1, 2, . . .),
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and the coefficients are defined as follows:

(4.33) Cl1,l2,j = Dl1,l2,0(Sj),

(4.34) Cl1,l2(k, j) = Dl1,l2,k

(
k +

1

4

)
,

(4.35) Cl1,l2(r) = Dl1,l2,0

(
1

2
+ ir

)
,

with the notation (for general S)

(4.36) Dl1,l2,k(S) =
Γ
(
S + 1

4 + k
)
Γ
(
5
4 − S + k

)
(l1!)

2
(l2!)

2

Γ (S +m)

Γ (1− S +m)
Σl1,l2(S),

(4.37) Σl1,l2(S) =

l1∑
L1=0

l2∑
L2=0

(−1)L1+L2

(
l1
L1

)(
l2
L2

)
G(S, l1, l2, L1, L2),

where G(S, l1, l2, L1, L2) denotes

(4.38)
Γ (s2 −N + l2 + L1)

Γ (s2 +N − l2 − L1)

Γ (s1 −N + l1 + L2)

Γ (s1 +N − l1 − L2)

× (S −m)l1−L1

Γ (S +m− l1 + L1)

(S −m)l2−L2

Γ (S +m− l2 + L2)
.

In the case l1 + l2 < N , we apply Corollary 3.2 for the choices f(w) =

Bl2(w)(U1)−l1
(w), h(w) = Bl1(w)(U2)−l2

(w). Applying (iv) of Lemma 4.3 and

(3.3) we obtain that ∫
D4

Bl1(w)(U2)−l2
(w)gf(w)dμw = 0.

Then using (i) and (ii) of Lemma 4.3, after some calculations we obtain from

Corollary 3.2 (using also (2.6) and the fact that ReSj = 1
2 or Sj is real) that

Il1,l2 equals

∞∑
j=1

Cl1,l2,j(v2, uj, 12 )(v1, uj,
1
2
) +

1

4π

∑
a=0,∞

∫ ∞

−∞
Cl1,l2(r)ζa(v2, r)ζa(v1, r)dr

for l1 + l2 < N , with the above notation.
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Then, using that (v1, u0, 12 ) = 0 by Lemma 6.6, combining the cases l1+l2 ≥ N

and l1 + l2 < N , we get that

(4.39)

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

)Il1,l2
equals the sum of

(4.40)

∞∑
j=1

Cj(v2, uj, 12 )(v1, uj,
1
2
) +

∞∑
k=1

sk∑
j=1

C(k, j)(v2,k, gk,j)(v1,k, gk,j)

and

(4.41)
1

4π

∑
a=0,∞

∫ ∞

−∞
C(r)ζa(v2, r)ζa(v1, r)dr,

where

Cj =

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

)Cl1,l2,j ,(4.42)

C(k, j) =

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

)Cl1,l2(k, j),(4.43)

C(r) =

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

)Cl1,l2(r)(4.44)

(in the case of C(k, j) we used that the factor 1/Γ (1− S +m) in (4.34) is 0,

if k > l1 + l2 −N , since S = k + 1
4 ). The reordering of the sum is justified by

Lemma 4.2 and the inequalities in Corollaries 3.1 and 3.2, and we also see by

these statements that if

C∗
j =

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

) |Cl1,l2,j | ,

C(k, j)∗ =

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

) |Cl1,l2(k, j)| ,

C(r)∗ =

∞∑
l1,l2=0

Γ (1 + l1)

Γ
(
1
2 + l1

) Γ (1 + l2)

Γ
(
1
2 + l2

) |Cl1,l2(r)| ,
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then with a constant D2 depending only on u1, u2 we have

(4.45)

∞∑
j=1

C∗
j

∣∣∣(v2, uj, 12 )(v1, uj, 12 )
∣∣∣+ ∞∑

k=1

sk∑
j=1

C(k, j)∗
∣∣∣(v2,k, gk,j)(v1,k, gk,j)∣∣∣

�u1,u2

ND222N

Γ2
(
1
2 +N

)
and

(4.46)
1

4π

∑
a=0,∞

∫ ∞

−∞
C(r)∗

∣∣∣ζa(v2, r)ζa(v1, r)∣∣∣ dr �u1,u2

ND222N

Γ2
(
1
2 +N

) .
We can compute Cj , C(k, j) and C(r) by formulas (4.36)–(4.38) and Lemma

7.1, using (4.42) and (4.33) in the case of Cj , (4.43) and (4.34) in the case of

C(k, j), and finally (4.44) and (4.35) in the case of C(r). Then, on the one hand,

by (4.19), (4.20), (4.39)–(4.41) and (1.4), (1.5) we get the property P (f, {an})
required in Lemma 4.1; on the other hand, by (4.45) and (4.46) we obtain also

the upper bounds (4.1)–(4.3), so Lemma 4.1 is proved.

5. Proof of the general case of the theorem

5.1. Some upper bounds. Lemma 7.2 (i) and (4.3) with N = 1 implies that

(5.1)

∞∑
k=1

1

k3/2
Γ

(
2k +

1

2

) sk∑
j=1

∣∣∣(B0κk (u2) , gk,j) (B0κk (u1) , gk,j)
∣∣∣ <∞.

We now prove that there is a constant A > 0 depending only on u1 and u2 such

that
∞∑
j=1

eπ|Tj | (1 + |Tj|)−A

∣∣∣∣(B0κ0 (u2) , uj, 12

)(
B0κ0 (u1) , uj, 12

)∣∣∣∣ <∞,(5.2)

∑
a=0,∞

∫ ∞

−∞

∣∣∣eπ|r| (1 + |r|)−A
ζa (B0κ0 (u2) , r) ζa (B0κ0 (u1) , r)

∣∣∣ dr <∞.(5.3)

To prove this, let k be a large positive integer. It follows from Lemma 7.4 and

elementary linear algebra that if M > 0 is large enough in terms of k, then

there is a nonzero vector (am)M≤m≤2M such that for

f(x) :=

2M∑
m=M

am
Γ2 (m± ix)



622 A. BIRÓ Isr. J. Math.

formula (7.4) is true and the coefficients ej in (7.5) are 0, so we have

f(x) =

∞∑
N=1

dNφi( 1
4−N) (x)

with some coefficients dN = O
(
N−k

)
. If k is large enough in terms of the con-

stantD in (4.1), we get, combining (4.1) for different integersN with coefficients

dN , that

∞∑
j=1

∣∣∣∣f (Tj) Γ
(
3

4
± iTj

)(
B0κ0 (u2) , uj, 12

)(
B0κ0 (u1) , uj, 12

)∣∣∣∣ <∞,

and similarly for Eisenstein series on the basis of (4.2). By the definition of f

and Stirling’s formula this proves the estimates (5.2) and (5.3).

5.2. A consequence of Lemma 4.1. It is clear, in view of the upper bounds

(4.1)–(4.3), that if {CN}N≥1 is a rapidly decreasing sequence, then we can

take the linear combination of the cases of Lemma 4.1 with these coefficients,

since everything is absolutely convergent. We will now show that we can take

such a linear combination even in some cases when {CN}N≥1 is not so rapidly

decreasing.

Lemma 5.1: For every A with ReA ≥ 5
2 we have that

(5.4)

∞∑
n=1

(−1)n
(1−A)n−1

Γ (n)

|(s1)n|2 |(s2)n|2 Γ
(
2n− 1

2

)
|Γ (n+ it1)|2 |Γ (n+ it2)|2

×
sn∑
j=1

(B0κn (u1) , gn,j) (B0κn (u2) , gn,j)

equals the sum of the following three expressions (see Lemma 7.3 for the defi-

nition of Mλ(A)):

∞∑
j=1

MTj (A)Γ

(
3

4
± iTj

)(
B0κ0 (u2) , uj, 12

)(
B0κ0 (u1) , uj, 12

)
,(5.5)

1

4π

∑
a=0,∞

∫ ∞

−∞
Mr(A)Γ

(
3

4
± ir

)
ζa (B0κ0 (u2) , r) ζa (B0κ0 (u1) , r)dr,(5.6)

∞∑
k=1

Mi( 1
4−k)(A)Γ

(
2k +

1

2

) sk∑
j=1

(B0κk (u2) , gk,j) (B0κk (u1) , gk,j),(5.7)
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and every sum and integral is absolutely convergent here for every such number

A.

Proof. By formulas (1.4)–(1.13) we see that the identity of this lemma is ob-

tained formally by taking a linear combination of the identities of Lemma 4.1

with coefficients (−1)N
(1−A)N−1

iCRNΓ(N) . It follows from (1.4), (1.5) and Lemma 4.1

that if ReA is large enough (depending on u1 and u2), then the statement of the

present lemma is true (note, in particular, that (5.5) and (5.6) are absolutely

convergent if ReA is large enough). We extend this result to ReA ≥ 5/2 by

analytic continuation and continuity.

It follows from (5.1) (applying it with u1 in place of u2, and u2 in place of u1,

which is possible; these are also fixed cusp forms) that (5.4) extends regularly

to ReA > 5
2 and extends continuously to ReA ≥ 5

2 . The same assertions are

true for (5.7) using Lemma 7.3 (ii) and (5.1).

We claim that the same assertions are true for (5.5) and (5.6) too, but the

proof in this case is more complicated. Take any compact subset L of the half-

plane ReA ≥ 5
2 , and let K be a large but fixed integer. Take the integer t > 0,

complex numbers A1, A2, . . . , At and polynomials Q1, Q2, . . . , Qt as in Lemma

7.3 (iii). Define for ReA ≥ 5
2 and |Imλ| < 3

4 (taking into account Lemma 7.3

(i))

(5.8) Sλ(A) =Mλ(A)−
t∑

i=1

2A−AiQi (A)Mλ(Ai).

We see by (5.2) and Lemma 7.3 (iii) that if K is large enough depending on

u1 and u2, and we write STj (A) in place ofMTj (A) in (5.5), then the sum in Tj

will be uniformly absolutely convergent for A ∈ L, and the resulting function

of A will be regular on every open subset of L. The same is true for (5.6) if we

write Sr(A) in place of Mr(A) there. We have seen in the first paragraph of

the proof of the present lemma that (5.5) and (5.6) are absolutely convergent if

we write any Ai in place of A (since K is large enough depending on u1 and u2

and ReAi > K). Hence, expressing MTj (A) and Mr(A) from (5.8), we finally

prove that (5.5) and (5.6) are uniformly absolutely convergent for A ∈ L, and

the resulting functions are regular on every open subset of L.

By analytic continuation and continuity, these considerations prove

the lemma.
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5.3. Conclusion. We now finish the proof of the Theorem, combining Lemmas

4.1, 5.1 and 7.4.

We remark first that we have to show that the statement of the Theorem is

true if we fix the constant K to be large enough. We will choose K to be larger

and larger several times during the proof.

The statement about the absolute convergence in (1.6) and (1.7) follows easily

from the absolute convergence of the left-hand side of (7.3), (7.2), (1.5) and

Prop. 4.4 of [G1].

When f is identically 0, the statement follows at once from Lemma 4.1 and

from the cases A = 5
2 ,

7
2 ,

9
2 , . . . of Lemma 5.1 (a finite number of them suffice).

Indeed, by subtracting a suitable finite linear combination of these cases of

Lemma 5.1, we can achieve that an = O
(
n−R

)
for any given R > 0 (we use for

this Stirling’s formula in the form [G-R], p. 889, 8.344), and then we can apply

Lemma 4.1.

In the case when f(x) = 1/Γ
(
3
4 ± ix

)
and an = 0 for every n, we have

g(x) ≡ f(x) and bn ≡ 0 by the formula in the proof of Theorem 6.5 of [G1] with

n = 0 and g = 1/4 there. Then by Corollary 3.1 and Lemma 6.6 we see that

both sides equal ∫
D4

|B0 (z)|2 u1 (4z)u2 (4z)dμz .

Hence the statement is true for this case, and so we may assume that f satisfies

(7.4) by subtracting a suitable constant multiple of 1/Γ
(
3
4 ± ix

)
.

Let f be a function satisfying (7.4) and the conditions of the theorem; then

we can apply Lemma 7.4. Define now sequences bn and an (n ≥ 1) in the

following way: iCbnRn = dn, i.e.,

f(x) = iC

∞∑
k=1

bkφx

(
i

(
1

4
− k

))
Rk

for |Imx| < 3
4 on the basis of (7.6), and

an := iC

∞∑
k=1

bkφi( 1
4−n)

(
i

(
1

4
− k

))
Rk.

Observe that the pair f , {an} is the Wilson function transform of type II of

the pair g, {bn}, where g ≡ 0. The sequences an and bn satisfy the condition

given for an in the theorem (the constant K there may be different than the

original K, but it is still large), for bn it follows from (7.5) and (1.5), and for
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an it follows from (7.3). We claim that with this bn, an and f formula (1.13)

equals the sum of (1.8), (1.9) and (1.10). Indeed, this follows from an already

proved special case of our Theorem, the P (g, {bn}) case (this is really proved

already, since g ≡ 0), writing in this special case u1 in place of u2, u2 in place

of u1, and taking into account that φλ (x; a, b, c, d) is symmetric in a, b, c, 1− d,

hence that our Wilson function transform is symmetric in t1 and t2.

Since our Wilson function transform is its own inverse by Theorem 5.10 of

[G1] (note that our functions are square integrable with respect to the measure

dh of [G1]), we get that (1.6) and (1.7) are true with g ≡ 0 and with bn, an

and f above. Hence the fact (proved above) that (1.13) equals the sum of (1.8),

(1.9) and (1.10) implies that our theorem is true with the given f and with this

sequence an.

Since we proved the f ≡ 0 case already, the theorem is proved.

6. Lemmas on automorphic functions

6.1. The functions Bn. We prove in Lemmas 6.1 and 6.2 basic identities and

estimates for the functions Bn defined in (2.4). Lemma 6.3 is needed for Lemma

6.2 but it is used also at another point in the paper. Recall that Lα
n denotes

Laguerre polynomials.

Lemma 6.1: We have

(6.1) Bn(z) = y
1
4

∞∑
m=−∞

L
− 1

2
n

(
4πm2y

)
e
(
m2z

)
for every n ≥ 0 and z = x+ iy ∈ H , and

(6.2)
1

n!
K(n−1)+ 1

4
· · ·K 5

4
K 1

4
B0 = Bn

for every n ≥ 1. We also have the following relations for every n ≥ 0:

Δ2n+ 1
2
Bn =

1

4

(
1

4
− 1

)
Bn,(6.3)

Bn(γz) = ν(γ)

(
jγ(z)

|jγ(z)|
)2n+ 1

2

Bn(z)(6.4)

for every γ ∈ Γ0(4),

(6.5) Bn

(−1

4z

)
= e

(−1

8

)(
z

|z|
)2n+ 1

2

Bn(z),
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and finally, for every z = x+ iy ∈ H and n ≥ 0 we have that

Bn(σ− 1
2
z)

(
jσ−1/2

(z)∣∣jσ−1/2
(z)
∣∣
)− 1

2−2n

equals

(6.6) e
(
− 1

8

)
y

1
4

∞∑
m=−∞

L
− 1

2
n

(
4π

(
m+

1

2

)2

y

)
e

((
m+

1

2

)2

z

)
.

Proof. Using [G-R], p. 992, formula 8.975.1, we have

∞∑
n=0

L
− 1

2
n

(
4πm2y

)
Ln = (1− L)

− 1
2 e

4πm2yL
L−1

for y > 0 and |L| < 1, from which it follows for z = x+ iy ∈ H and |L| < 1 that

∞∑
n=0

( ∞∑
m=−∞

L
− 1

2
n

(
4πm2y

)
e
(
m2z

))
Ln = θ

(
Tz

(
i
1 + L

1− L

))
(1− L)

− 1
2 ,

which, together with (2.4), proves (6.1). To prove (6.2), it is enough to show

that

(6.7)
1

n+ 1
Kn+ 1

4
Bn = Bn+1

for every n ≥ 0. By the definition of the operators K and by (6.1) we have that

(Kn+ 1
4
Bn)(z) equals (here (L

− 1
2

n )(1) denotes the derivative of L
− 1

2
n )

y
1
4

∞∑
m=−∞

((
−4πm2y+n+

1

2

)
L
− 1

2
n

(
4πm2y

)
+4πm2y

(
L
− 1

2
n

)(1)(
4πm2y

))
e
(
m2z

)
,

and applying [G-R], p. 991, 8.971.3 we get (6.2). Formula (6.3) can be checked

directly for n = 0, and then it follows for larger n from (6.2) and [F], p. 145,

formula (6). Similarly, (6.4) and (6.5) are well-known for n = 0, and they follow

for larger n from (6.2) and [F], p. 145, formula (5). The case n = 0 of (6.6)

is known (and not hard to prove), and the general case follows by induction,

using again (6.2), [G-R], p. 991, 8.971.3 and [F], formula (5). The lemma is

proved.

Lemma 6.2: Let z ∈ D4, and let 0 ≤ j ≤ 5 be such that γ−1
j z ∈ D1.
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(i) There is an absolute constant A > 0 such that if n ≥ 0 is an integer

and Im
(
γ−1
j z

) ≥ An, then

|Bn(z)| ≤ A
(
Im
(
γ−1
j z

)) 1
4 (n+ 1)−

1
2 .

(ii) If N ≥ 0 is an integer and Im
(
γ−1
j z

) � N + 1 with implied absolute

constant, then for any ε > 0 we have

2N∑
n=N

|Bn(z)|2 �ε (N + 1)
1
2+ε

.

Proof. Part (i) follows easily from (6.1), (6.5), (6.6) and [G-R], p. 990, formula

8.970.1, since L
− 1

2
n (0) � (n+ 1)

− 1
2 .

For the proof of (ii) let n ≥ 0, and write

hz(L) = (Im z)
1
4 θ

(
Tz

(
i
1 + L

1− L

))
(1− L)

− 1
2 .

Then

(6.8) Bn(z) =
1

2πi

∫
|L|=r

hz(L)

Ln+1
dL

for any 0 < r < 1. Now

Im

(
Tz

(
i
1 + L

1− L

))
= (Im z)

1− |L|2
|1− L|2 ,

so

hz(L) = B0

(
Tz

(
i
1 + L

1− L

))(
1− |L|2

)− 1
4 |1− L| 12
(1− L)

1
2

.

Hence, using Parseval’s identity and (6.8) for a fixed r, and then averaging over

1− 2

N + 2
≤ r ≤ 1− 1

N + 2
,

we get

2N∑
n=N

|Bn(z)|2 � (N + 1)
− 1

2

∫ 1− 1
N+2

1− 2
N+2

∫ 2π

0

∣∣∣∣B0

(
Tz

(
i
1 + reiφ

1− reiφ

))∣∣∣∣
2

rdφdr

(1− r2)
2 ,

hence, using a substitution,

2N∑
n=N

|Bn(z)|2 � (N + 1)
− 1

2

∫
w∈H,|w−i

w+i |≤1− 1
N+2

|B0 (Tzw)|2 dμw
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with implied absolute constant. For simplicity, instead of |B0|2, we take an

SL(2,Z)-invariant majorant and write

F (Z) =
5∑

j=0

|B0 (γjZ)|2 .

Since ∣∣∣w−i
w+i

∣∣∣2
1−

∣∣∣w−i
w+i

∣∣∣2 =
|w − i|2
4 Imw

,

hence
2N∑
n=N

|Bn(z)|2 � (N + 1)−
1
2

∫
D1

K (z, w;N + 2)F (w)dμw ,

where we write

K (z, w;x) =
∑

γ∈SL(2,Z), |γz−w|2
4 Im γz Imw≤x

1.

Since we have F (w) � (Imw)
1
2 for w ∈ D1 (which follows from the n = 0 case

of (i)), Lemma 6.3 below proves the present lemma.

Lemma 6.3: Let z1, z2 ∈ D1, write y1 = Im z1, y2 = Im z2, and let x ≥ 2. Then

for every ε > 0 we have

(6.9) K (z1, z2;x) �ε x
1+ε + (xy1y2)

1
2 ,

and if E is a large enough absolute constant and y2 ≥ Exy1, then

(6.10) K (z1, z2;x) = 0.

Proof. It is easy to see by (1.2), (1.3) of [I], and by the triangle inequality (for

the hyperbolic distance function on H), that if

γ ∈
(
a b

c d

)
∈ SL(2,Z)

and
|γz1 − z2|2

4 Im(γz1) Im z2
≤ x,

then
|γ (iy1)− iy2|2
4 Im (γ (iy1)) y2

≤ Cx
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with some absolute constant C > 0. The left-hand side here is

(ay1 − dy2)
2 + (b+ cy1y2)

2

4y1y2
,

hence we need

(6.11) a2y21 + d2y22 + b2 + c2y21y
2
2 ≤ (4Cx+ 2) y1y2.

This implies

(6.12) |b| ≤ ((4Cx+ 2) y1y2)
1
2 , |c| ≤

(
4Cx+ 2

y1y2

) 1
2

.

If y1y2 ≤ 4Cx + 2, then the number of possible (b, c) pairs is � x. If b and c

are given and bc �= −1, then ad = 1 + bc is also given, and 0 �= |ad| � x, hence

the number of possible (a, d) pairs is �ε x
ε. If bc = −1, then the number of

possible (b, c) pairs is � 1, and a = 0 or d = 0, and we also see by (6.11) and

the relations y1y2 ≤ 4Cx + 2 and y1, y2  1 that a2 + d2 � x2. This proves

(6.9) for the case y1y2 ≤ 4Cx+ 2.

If y1y2 > 4Cx + 2, then (6.12) implies c = 0, hence the number of possible

(a, d) pairs is � 1, and the number of possible numbers b is � (xy1y2)
1
2 . The

inequality (6.9) is proved. Since d2 + c2y21  1, (6.11) implies (6.10).

6.2. An upper bound for an integral of Maass forms.

Lemma 6.4: Let C > 1/2, and let u be a cusp form of weight 0 for SL(2,Z)

with Δ0u = s(s− 1)u, where s = 1
2 + it and t > 0. Then for integers n ≥ 0 we

have, by the notation

u(n)(z) =

(
n−1∏
l=0

1

s+ l

)
(Kn−1Kn−2 · · ·K1K0u) (z),

the inequality∫
D4

( ∞∑
l=0

(1 + l)
−C |Bl(z)|2

) ∣∣u(n) (4z)∣∣2 dμz �u,C log2 (n+ 2) .

Proof. We use the substitution z → −1/4z, which normalizes Γ0(4). By (6.5)

we see that |Bl (−1/4z)|2 = |Bl(z)|2, and u(n) (4 (−1/4z)) = u(n) (z) by the

SL(2,Z)-invariance of u. For z ∈ D1 we have

5∑
j=0

∞∑
l=0

(1 + l)
−C |Bl(γjz)|2 �C (Im z)

1/2
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by Lemma 6.2, so it is enough to prove that∫
D1

(Im z)
1/2 ∣∣u(n) (z)∣∣2 dμz �u log2 (n+ 2) .

We will give an upper bound by extending the integration to Im z ≥ √
3/2,

|Re z| ≤ 1/2, and using Parseval’s formula. Consider the Fourier expansion

u(n)(z) =
∑
m �=0

bu,n(m)Wn sgn(m),it(4π |m| y)e(mx).

It is well-known (see [D], formulas (2.4) and (2.6), and take into account our

formula (2.7)) that for m > 0 we have

bu,n(m) = (−1)n

(
n−1∏
l=0

1

s+ l

)
bu,0(m),

and for m < 0 we have

bu,n(m) = (−1)n

(
n∏

l=1

(s− l)

)
bu,0(m).

By [G-R], p. 814, 7.611.4 and p. 893, 8.362.1 we see for real t �= 0 and any

integer m (note that Wm,it(y) is real) that

∫ ∞

0

∣∣∣∣Wm,it(y)Γ

(
1

2
−m+ it

)∣∣∣∣
2
dy

y

=
π

sin 2πt

∞∑
k=0

(
1

1
2 − it−m+ k

− 1
1
2 + it−m+ k

)
,

which is �t log (|m|+ 2). By these relations, Lemma 6.5 below and formulas

(8.17) and (8.5) of [I] we easily get the lemma.

Lemma 6.5: There are positive absolute constants C1, C2, C3 such that if n ∈ Z,

t ≥ 0, then

(6.13)

∣∣∣∣Wn,it(y)Γ

(
1

2
− n+ it

)∣∣∣∣ ≤ C1e
−C2y for y ≥ C3 max (1 + t, n) .

Proof. By [G-R], p. 1015, formula 9.223 we have for y > 0 and t ≥ 0 that

Wn,it(y)Γ

(
1

2
−n+it

)
− e−

y
2

2πi

∫
(1/4)

Γ (u− n) Γ
(
1
2 − u− it

)
Γ
(
1
2 − u+ it

)
Γ
(
1
2 − n− it

) yudu
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is � than

e−
y
2

n∑
j=1

∣∣∣∣∣Resu=j

Γ (u− n) Γ
(
1
2 − u− it

)
Γ
(
1
2 − u+ it

)
Γ
(
1
2 − n− it

) yu

∣∣∣∣∣
(this is of course 0 for n ≤ 0). We use the well-known statement that if σ is a real

number which is not a nonpositive integer, then maxτ∈R |Γ (σ + iτ)| = |Γ (σ)|.
We apply this statement to estimate Γ (u− n) if Reu = 1/4, and Γ

(
1
2 − u− it

)
if u = j. Then Stirling’s formula easily implies (6.13); the lemma is proved.

6.3. An orthogonality relation.

Lemma 6.6: If u is a cusp form of weight 0 for SL(2,Z), then

(6.14)

∫
D4

|B0(z)|2 u(4z)dμz = 0.

Proof. By the substitution z → −1/4z and by (6.5) with n = 0 we get (as in

the proof of Lemma 6.4) that the left-hand side of (6.14) equals

(6.15)

∫
D4

|B0(z)|2 u(z)dμz =

∫
D1

⎛
⎝ 5∑

j=0

|B0(γjz)|2
⎞
⎠ u(z)dμz.

We now determine the Fourier expansion of F (z) :=
∑5

j=0 |B0(γjz)|2. We

use that(
0 −1

1 j

)
=

(
0 −1/2

2 0

)(
1/2 j/2

0 2

)
,

(
1 0

−2 1

)
=

(
−1 −1/2

2 0

)(
−1 1/2

0 −1

)
.

It is also not hard to see for any integer n and y > 0 that

∫ 1

0

⎛
⎝ 3∑

j=0

∣∣∣∣B0

(
x+ iy + j

4

)∣∣∣∣
2
⎞
⎠ e(−nx)dx = 4

∫ 1

0

∣∣∣∣B0

(
x+

iy

4

)∣∣∣∣
2

e(−4nx)dx,

hence, using (6.5) and (6.6), we get that
∫ 1

0 F (x+ iy) e(−nx)dx equals

y
1
2

∑
m1,m2∈ 1

2Z

m2
1−m2

2=n

e−2π(m2
1+m2

2)y + 2y
1
2

∑
m1,m2∈Z

m2
1−m2

2=4n

e−2π(m2
1+m2

2)
y
4 .

One easily checks that the two sums above have the same value, and, writing

a = m1 −m2, d = m1 +m2 in the first sum, we finally get for any y > 0 and
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integer n that

(6.16)

∫ 1

0

F (x+ iy) e(−nx)dx = 3y
1
2

∑
a,d∈Z
ad=n

e−π(a2+d2)y.

We now show that a certain incomplete Eisenstein series has the same Fourier

coefficients. Indeed, for z ∈ H let

G(z) := E(z, ψ) =
∑

γ∈Γ∞\SL2(Z)

ψ (Im(γz)) ,

where

ψ (y) =

∞∑
m=1

e−πm2

y .

Then by [I], (3.17) we have for y > 0 and n �= 0 that

∫ 1

0

G (x+ iy) e(−nx)dx =

∞∑
c=1

S(0, n, c)

∫ ∞

−∞
ψ

(
yc−2

t2 + y2

)
e(−nt)dt,

where S(0, n, c) is given by [I], (2.26). We can compute easily that

∫ ∞

−∞
ψ

(
yc−2

t2 + y2

)
e(−nt)dt = d

√
y

∞∑
m=1

1

cm
e
−πy

(
m2c2+ n2

m2c2

)

with a nonzero absolute constant d. Since for any positive integer a we have

∑
c|a

S(0, n, c) =

⎧⎨
⎩a if a|n,
0 otherwise,

we get finally for any y > 0 and nonzero integer n that

∫ 1

0

G (x+ iy) e(−nx)dx = d
√
y
∑
a|n

e
−πy

(
a2+n2

a2

)
.

This and (6.16) imply that there is a nonzero absolute constant D such that

F (z)−DG(z) depends only on Im z. Since F (z)−DG(z) is SL(2,Z)-invariant,

it is a constant. This implies that (6.15) is 0 (since cusp forms are orthogonal

to incomplete Eisenstein series and constants); the lemma is proved.
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7. Appendix: lemmas on Wilson functions

Let t1, t2 ∈ R be given nonzero numbers. See Subsection 1.5 for the notation

s1, s2, φλ (x) and H (x).

Lemma 7.1: Let n be a fixed positive integer, and write

ml1,l2 =
1

4
+ l1 + l2 − n.

For nonnegative integers l1, l2 and complex S define

Σl1,l2(S) =

l1∑
L1=0

l2∑
L2=0

(−1)L1+L2

(
l1
L1

)(
l2
L2

)
G(S, l1, l2, L1, L2),

where G(S, l1, l2, L1, L2) denotes

Γ (s2 − n+ l2 + L1)

Γ (s2 + n− l2 − L1)

Γ (s1 − n+ l1 + L2)

Γ (s1 + n− l1 − L2)

× (S −ml1,l2)l1−L1

Γ (S +ml1,l2 − l1 + L1)

(S −ml1,l2)l2−L2

Γ (S +ml1,l2 − l2 + L2)
.

Note that since n is given, we have not denoted the dependence on n in ml1,l2 ,

Σl1,l2(S) and G(S, l1, l2, L1, L2).

Then, if S = 1
2 + iτ , where τ is either real or purely imaginary, we have that

the sum
∞∑

l1,l2=0

Γ (S +ml1,l2)

Γ (1− S +ml1,l2)

Σl1,l2(S)

Γ
(
1
2 + l1

)
Γ (1 + l1) Γ

(
1
2 + l2

)
Γ (1 + l2)

is absolutely convergent, and equals

|Γ (s1)|2 |Γ (s2)|2 Γ
(− 1

2 + 2n
)

|Γ (s1 + n)|2 |Γ (s2 + n)|2 φτ

(
i

(
1

4
− n

))
.

Lemma 7.2: (i) We have

(7.1) φ− 3
4 i

(
i

(
1

4
− k

))
= c

(−1)k

k3/2
(1 + o(1))

with a nonzero constant c as k → ∞.

(ii) For any given compact set L on the complex plane and any ε > 0 we

have

(7.2)

∣∣∣∣φλ
(
i

(
1

4
− k

))∣∣∣∣�ε,L k
ε+2|Imλ|
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for positive integers k and λ ∈ L.

(iii) If an (n ≥ 1) is any given sequence satisfying an = O
(
nd
)
with a

number d < 1
2 , then for any positive integer M there are constant

coefficients bm such that

(7.3)

∞∑
n=1

anφi( 1
4−n)

(
i

(
1

4
− k

))
=

(−1)k

k3/2

(
M−1∑
m=0

bm
km

+O
(
k−M

))

as k → ∞ over positive integers, and the left-hand side here is absolutely

convergent for every integer k ≥ 1.

Lemma 7.3: Write

Mλ(A) =
1

Γ (1−A)

∞∑
k=1

(−1)k
Γ (k −A)

Γ (k)
φλ

(
i

(
1

4
− k

))
.

(i) Mλ(A) is absolutely convergent if ReA > 1+2 |Imλ|, or if λ = i
(
1
4 − k

)
with a positive integer k and ReA ≥ 2.

(ii) If a compact set L on the complex plane is given such that 2 ≤ ReA

for everyA ∈ L, then

Mi( 1
4−k)(A) = OL(k

−3/2)

for any A ∈ L and positive integer k. The left-hand side here is regular

in A on every open subset of L for every fixed positive integer k.

(iii) If a compact set L on the complex plane and an integer K ≥ 2 are given

such that 2 ≤ ReA for every A ∈ L, then we can find an integer t > 0,

complex numbers A1, A2, . . . , At with ReAi > K (i = 1, 2, . . . , t) and

polynomials Q1, Q2, . . . , Qt such that

Mλ(A) −
t∑

i=1

2A−AiQi (A)Mλ(Ai) = OL,K

(
e2π|λ| (1 + |λ|)−K

)

for any A ∈ L and real λ. The left-hand side here is regular in A on

every open subset of L for every fixed real λ.

Lemma 7.4: Assume that K is a positive number, and f(x) is an even holo-

morphic function for |Imx| < K satisfying

(7.4)

∫ ∞

−∞
f (τ)H(τ)

1

Γ
(
3
4 ± iτ

)dτ = 0,
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and that ∣∣∣f(x)e−2π|x| (1 + |x|)K
∣∣∣

is bounded on the domain |Imx| < K. If k is a positive integer and K is large

enough in terms of k, then we have a sequence dn satisfying

(7.5) dn =
(−1)n

n5/2

⎛
⎝ k∑

j=0

ej
nj

+O

(
1

nk+1

)⎞⎠
with some constants ej and

(7.6) f(x) =

∞∑
n=1

dnφi( 1
4−n) (x)

for every | Imx| < 3
4 , and the sum on the right-hand side of (7.6) is absolutely

convergent for every such x.
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