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ABSTRACT. Let f be a Hecke—Maass cuspidal newform of square-free level N and
Laplacian eigenvalue \. It is shown that ||f|| . <x,e N™1/12%F€ | f||, for any e > 0,
with an implied constant depending continuously on A. The proof is short and self-
contained.

1. INTRODUCTION

This paper, a sequel to [8], deals with the problem of bounding the L° norm (or
sup-norm) in terms of the L? norm on an arithmetic hyperbolic surface. It is natural to
restrict this problem for Hecke-Maass cuspidal newforms, that is, square-integrable joint
eigenfunctions of the Laplacian and Hecke operators. In general, establishing bounds
between the various LP norms for automorphic forms is useful in the theory of quantum
chaos and subconvexity of L-functions, which in turn have deep arithmetic applications.
Equally surprising is the fact that one can learn about LP norms by diophantine principles.
Nice examples for this interplay can be found in the works [2—4,6,9].

To be specific, we consider the noncompact arithmetic surface I'g(N)\$ equipped with
its hyperbolic metric and associated measure dxdy/y?; the total volume is then asymp-
totically equal to N*to() We shall L?-normalize all Hecke-Maass cuspidal newforms
with respect to that measure, namely

dxd
0 [ rers-t
Lo (N)\$ Yy

We are interested in bounding the sup-norm || f|| in terms of the two basic parameters:
the Laplacian eigenvalue A and the level N. Let us recall briefly the previously known
results.

In the A-aspect the first nontrivial (and so far unsurpassed) bound is due to Iwaniec
and Sarnak [4] who established | f||,, <n, A%/?4T€ for any € > 0. Their key idea was
to make use of the Hecke operators, through the method of amplification, in order to go
beyond | f||,, < A'/* which is valid on any Riemannian surface (see Seeger—Sogge [7]).

In this paper we focus mainly on the N-aspect and, thanks to the new ideas explained
below, we are able to provide a short but self-contained treatment. For several reasons,
see [1,2,5], the “trivial” bound is | f[|,, <. N€ while the most optimistic bound
would be ||f||., <, N71/2%€. Here and later, the dependence on \ is understood to be
continuous. There is no real evidence for the latter bound except that it holds trivially for
old forms of level 1. The breakthrough in the N-aspect was recently achieved by Blomer—
Holowinsky [2, p. 673] who proved || ||, <,c N™25/914%¢ at least for square-free N. The
restriction on N seems difficult to remove: it is needed for a certain application of Atkin—
Lehner theory. In [8] the second named author revisited the proof by making a systematic
use of geometric arguments, and derived a stronger exponent: ||f||, <. N7¥/22+¢ In
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the present paper we exploit Atkin—Lehner theory in a more efficient way, which results
in a rather elegant proof and a significantly better estimate for the sup-norm.

Theorem 1. Let f be an L?-normalized Hecke-Maass cuspidal newform of square-free
level N, trivial nebentypus, and Laplacian eigenvalue X. Then for any € > 0 we have a
bound

1F e <ne N7HA2EE,

where the implied constant depends continuously on .

Remark 1. By refining the methods of this paper the exponent —1/12 can be improved to
—1/6. The improved result seems to be analogous to the Weyl bound in the subconvexity
problem for automorphic L-functions, which has been achieved in very few cases. The
details will be published in a subsequent paper.

Remark 2. The dependence on A can be made polynomial and, combining the ideas
of the present paper with those of [4], a hybrid version can be established, improving
on [2, Theorem 2].

Let us explain briefly the new ingredients compared to previous approaches. The earlier
works [2,4,8] made great use, when estimating | f(z)|, of a fine analysis of the diophantine
properties of the point z € §. The present paper bypasses that analysis by focusing on a
point z € § with highest imaginary part such that |f(z)| = || f||.,. The key observation is
that such a point z € $ always has good diophantine properties (Lemma 1) which allows
a more efficient treatment of the counting problem that lies at the heart of the argument
(Lemma 3). Another feature is that we exploit better the structure of the amplifier.

Acknowledgements. We thank the referees for their careful reading and valuable sug-
gestions on exposition. We also thank Harald Helfgott and Guillaume Ricotta for helpful
discussions and comments. The results in this paper were found during the “Workshop
on Analytic Number Theory” held at the Institute for Advanced Study in March 2010.

2. ATKIN-LEHNER OPERATORS AND A GAP PRINCIPLE

We let GL2(R)™ act on the upper-half plane $ = {x +iy € C : y > 0} by the usual
fractional linear transformations. Throughout this paper we shall assume that the level
N is square-free. For each divisor M | N we consider the matrices Wy, € My(Z) of
determinant M such that

* 0 =

Wi = <o :) (mod N)  and Wy = (0 0) (mod M).

Scaling the Wj,’s by 1/v/M we obtain matrices in SLy(R) which we call the Atkin-Lehner
operators. The Atkin—Lehner operators together for all M | N form a subgroup Ay(N)
of SLa(R) containing I'g(N) as a normal subgroup. The quotient group Ag(N)/I'o(N) is
isomorphic to (Z/2Z)“N), where w(N) is the number of distinct prime factors of N. Our
Hecke—Maass newform f is an eigenvector for the Atkin-Lehner operators with eigenvalues
+1, therefore in examining its sup-norm we can restrict to the following fundamental
domain for Ag(N).

Definition 1. Let F(N) be the set of z € $) such that Imz > Imdz for all § € Ag(N).

The main new idea in this paper is the observation that the elements of 7 (N) have good
diophantine properties. The following lemma takes the role of Dirichlet approximation in
[2,8].

Lemma 1. Let z € F(N). Then we have

(2) Imz >

5%
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and for any (c,d) € Z* distinct from (0,0) we have
1
= —.
N
Proof. We prove (2) first. By the standard fundamental domain for SL2(Z) we can

represent z as
a b a b V3
z= (c d) w, (c d) € SLy(Z), Imw > -

By a standard result (see [1, Lemma 2.1], or [8, Lemma 2.1] for a more direct proof) we

/
can find <CCL b ) € SLy(Z) and some divisor M | N such that

d
a b\ (M2 0
(c d’)( 0 Ml/Z)EAO(N)'

Clearly, there is an n € Z such that

()= o061

so that w' := (w — n)/M satisfies

2= (¢ v\ (M2 0 w' Imw'>ﬁ
“\e & 0 M2 ’ Z oM’

By Definition 1 we have Im z > Im w’, hence (2) follows.

(3) lcz + d|2

Now we prove (3). We can assume (c¢,d) = 1, then as above we can find <_dc _ab) €
SL2(Z) and some divisor M | N such that

d —b\ (M2 0
<—c a>( 0 M—1/2) € Ap(N).

(M2 0 a b
YU 0 M) e a)®

Defining

we see that

Im=z
Imw = ——.
M ez +d|
By Definition 1 we have Im z > Im w, hence (3) follows. O

3. AMPLIFICATION AND THE PRETRACE FORMULA

We shall combine the amplification method of Duke-Friedlander-Iwaniec with the
pretrace formula of Selberg. This reduces Theorem 1 to a counting problem about integral
matrices, which is solved in the next section using the gap principle discussed in the
previous section.

We embed our cuspidal newform f into an orthonormal basis (f;)j>0 of Hecke-Maass
eigenforms of level N and trivial nebentypus, with fy a constant functlon and f; cuspldal
otherwise. The Laplacian eigenvalue of f; is denoted by I + r with r; € RU [—£, 4],
and the Hecke eigenvalues of f; are denoted by A;(n). Correspondmgly, the Laplacian
eigenvalue and Hecke eigenvalues of f are denoted by 14 r]% and Az (n).

The basic idea of amplification in the current setting is the inequality

2 2

hre) D> e D] £GP <D ) Y a0 1£5(2)f° + cont.

1>1 >0 I>1
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where h : R U [75, %] — Ry is a positive even smooth function of rapid decay, (x)
is a sequence of complex numbers supported on finitely many [’s coprime with N, and
“+ cont. ” stands for an analogous positive contribution of the continuous spectrum.
After squaring out the I-sum on the right hand side and applying the Hecke relations we

arrive at

2
2
h(ry) Zl’lAf(l) Z|yl| Z)\ h(r;)1f;j(2)|” + cont. |,
i>1 1>1 >0

where
(4) Y= Z Ty T, = Z Tdl, Tl -

d|(l1,l2) dz1

I=l11y/d? I=l1l2

Assume now that A is the Selberg transform of a smooth and rapidly decaying point pair
invariant k(z,z") = k(u(z,2')), as in [4, (1.1)—(1.2)], with
2= 2|

(5) U(Zazl) = W’

Then the spectral j-sum can be rewritten as a geometric sum

D A DR I£5(2)]° + cont. fJ > k(yz,2),

320 yeM(1,N)

2,2 €9.

where M (I, N) is the set of matrices v = (Z € Ms(Z) with det(y) =l and ¢ =0 (N).

b
d
The identity follows by applying the I-th Hecke operator on the spectral expansion (cf.

[4, (1.3)-(1.4)])
(6) Zh(rj)fj(z)m+ cont. = Z k(yz,w).

§>0 v€To(N)
It follows that
2
|yl
hire) > wdr ()| If Z > lk(yz.2)].
>1 >1 fyeM(l,N)

The choice of h is irrelevant as we are only interested in the dependence of || f|| . on N.
For instance, we can work with [4, (1.5)] or [8, (2.9)]. As for the amplifier, we shall use
the one in [9, § 4.1] which is a modification of the classical construction of Iwaniec. The
modification enables to bypass the use of bounds towards the Ramanujan conjecture. Let

P:={pprime: pf N and A <p<2A} and P?:={p?: pcP}

be a large set of unramified primes and the set of their squares, and define
o sgn(Af(1)), iflePUP?
b 0, otherwise.

The main property of this sequence (amplifier) is that

DowAp(D)] > A

>1

which follows at once from the relation Az (1) —\;(1%) = 1 forcing max(|As(1)] , [Af(1?)]) =
1/2. Here and later € is any positive quantity which may vary from line to line, and all
implied constants may depend on e. In addition, y; defined in (4) satisfies:

o y; < Aand |y <4forl>1,;
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ey, =0for 1 << A and for I > 16A%;
e y; =0 for [ > 8A3 unless [ is a square in [A*, 16A%].

We conclude, for any A > 1,
AUfE <y A Y [k 2)]

YEM(1,N)

7
DT LY kAl ¥ Y ksl
AIKBAS YEM(L,N) A*<IL16AY ~EM(I,N)
! square
where the implied constant depends continuously on the spectral parameter 7.

As discussed in the previous section, the supremum of f is attained on the set F(N).
By the rapid decay of k, the contribution of 4’s with u(vz,2) > N€¢ can be bounded by
<4 N~ for any A > 0, which is negligible. For the remaining v’s with u(yz, z) < N¢, we
shall simply use k(vyz,z) < 1. Therefore it remains to estimate, uniformly on z € F(N),
the number of integral matrices v satisfying certain constraints. This is achieved in
Lemma 3 below.

4. A COUNTING PROBLEM ABOUT INTEGRAL MATRICES

We begin with the counting of parabolic matrices for which the argument is easier. We
call a 2 x 2 matrix parabolic if its characteristic polynomial is a square.

Lemma 2. Assume that 2 = v +iy € F(N) and 1 <1 < y~2N—€. The only parabolic
matrices v = (Ccl Z) € Ms(Z) of determinant | such that

¢c=0(N) and u(yz,z) < N€,

Vi 0>'

are the multiples of the identity, i.e. | is a square and v = =+ ( 0 Vi

Proof. The matrix + stabilizes a certain cusp a € P}(Q). Since N is square-free, there
exists an element o, € Ag(NN) that sends ico to a. The matrix 7/ := o, 'v0, stabilizes
the cusp ico and has determinant [, hence it is of the form

7=+ (0 )

1

for some b € Z. In particular, [ is a perfect square. Furthermore, for 2’ := o'z,
(8) u(vy'2',2") = u(yz, 2) < N-.
By assumption, 2’ = z’ + iy’ satisfies ¥’ < y. The distance between vz’ = z’ + \% + 1y’
and 2’ is 2 2
u(y'2,2") = e > ek
By (8) and the bound on [, this implies b = 0. O

We shall now count general matrices, with special attention to square determinants.
Lemma 3. Let z = x +iy € F(N) and set K := 1+ LNy>.

1) The number of matrices v = @ b € Ms(Z) such that
c d

1<det(y) <L, ¢=0(N), ulyz,z) <N,

s uniformly bounded by

< KL'2N®+ KLN¢/(Ny).
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Z) € Ms(Z) such that
1 < det(y) < L is a square, ¢=0(N), u(yz,z2) <N

i) Assume that K < N'=¢. The number of matrices v = ¢
c

is uniformly bounded by
< KL'Y2Ne.

Proof. We write [ := det(y), and we observe that (5) gives

|—c2? + (a—d)z + b|2
u(yz,z) = I .

Let us fix ¢ and examine the points —cz? + (a — d)z + b for all the different pairs (a — d, b)
that occur. By 1 <1< L and u(yz,2) < N€ these points lie in a (Euclidean) disc of side
length < N¢y/K/N, while by Lemma 1 the minimal distance between them is at least
1/ V/N. Therefore we can see, by decomposing the disc into equal squares of diameter
slightly less than 1/4/N, that for any fixed ¢ the number of different pairs (a — d, b) is
< KN¢. In particular, for ¢ = 0 we have < K N€ pairs (a — d,b) satisfying 1 < ad < L,
hence the number of 4’s with ¢ = 0 is < KLY2N¢.

For ¢ # 0 we also use that the imaginary part of —cz?+(a—d)z+b equals (a—d—2cx)y,
whence u(yz, z) < N€ forces

(9) la —d — 2cx| < LY2Ne.

This shows, in combination with the alternate form

2
‘l ez +d|)* = (cz + d)(a — d — 2cx)

ulyz,z) =

)

1c2y?
that
’z ~ ez + d|2’ < LY2N(|ey| + |ez + d]) < 2LY2N€ |z +d|.

This is only possible when |cz +d| < 3L'Y/2N¢. Taking imaginary parts yields ¢ <
L'2N¢/y, while taking real parts and using also (9) gives a +d < L'/2N¢. By ¢ =0 (N)
there are < LY2N¢/(Ny) choices for ¢ # 0 and each choice gives < K N¢ possibilities
for the pair (a — d,b). As a + d can only take < L'/?N¢ values, we conclude that the
number of v’s with ¢ # 0 is < KLN¢/(Ny).

If we further assume that K < N'7¢ and [ is square (still under ¢ # 0), then we use
that the triple (¢,a — d,b) determines

(a —d)* + 4bc = (a+ d)* —4l.

This value is nonzero by Lemma 2 and bounded above by LN€ by the earlier bound
a+d < LY2N¢. Furthermore, by Lemma 1, we have that LN¢ < y~2 < N2 and since
a+ d is the mean of the divisor pair a 4+ d & 2v/], we have that a 4+ d can only take < N¢
values for any triple (¢,a — d,b). Therefore the number of v’s with ¢ # 0 and square

determinant is < KLY2N¢/(Ny) < KLY2N¢. Here we used Lemma 1 again.
g

5. PROOF OF THEOREM 1

Since f is a cusp form, it decays rapidly at each cusp. As a first step we shall need a
quantitative bound at the cusp oo. We recall the following standard result (see [8, § 3.2]
or [2, (92) & (27)]).

Lemma 4. Uniformly in 41y € H and N,
flx+iy) <ae N7V/2ey=1/2)

where the implied constant depends continuously on the Laplacian eigenvalue \ of f.
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In particular, in proving Theorem 1 we can restrict to z + iy € F(N) with
(10) N 'l'<y< N75/6

Note that the lower bound is automatic by Lemma 1.
Now we apply Lemma 3 to (7). Using k(vz,2) < 1 and a dyadic decomposition in I,
we infer

1/2
flatiy) <ne AN (AL + Ny2) + (L+ LN (1 + L% /(Ny) + (1 + LaNy?) )

for some
A< Li <A  and A*< L, < A%
If we specify the amplifier length as

A= (Ny?) 13,
then by (10) we have N2/9 < A < N'/3 and also

1/2
Fla+iy) <ne NA™! (A + A2 )(Ny) + A4Ny2)
<o N¢ <N1/6y1/3 4 N—5/12y—1/3>

e N71/12+e.

As |f(x + iy)| attains the value ||f]|, at some z + iy € F(N), the proof of Theorem 1 is
complete.

REFERENCES

[1] A. Abbes and E. Ullmo, Comparaison des métriques d’Arakelov et de Poincaré sur Xo(N), Duke
Math. J. 80 (1995), no. 2, 295-307. 11, 3

[2] V. Blomer and R. Holowinsky, Bounding sup-norms of cusp forms of large level, Invent. Math. 179
(2010), no. 3, 645-681. 11, 2, 6

[3] V. Blomer and Ph. Michel, Sup-norms of eigenfunctions on arithmetic ellipsoids, to appear in Int.
Math. Res. Notices. 11

[4] H. Iwaniec and P. Sarnak, L> norms of eigenfunctions of arithmetic surfaces, Ann. of Math. (2) 141
(1995), no. 2, 301-320. 11, 2, 4

[5] Ph. Michel and E. Ullmo, Points de petite hauteur sur les courbes modulaires Xo(N), Invent. Math.
131 (1998), no. 3, 645-674. 11

[6] P. Sarnak, Letter to Morawetz (2004). http://www.math.princeton.edu/sarnak/. 11

[7] A. Seeger and C. D. Sogge, Bounds for eigenfunctions of differential operators, Indiana Univ. Math.
J. 38 (1989), no. 3, 669-682. 11

[8] N. Templier, On the sup-norm of Maass cusp forms of large level, Selecta Math. (N.S.) 16 (2010),
no. 3, 501-531. 11, 2, 3, 4, 6

[9] A. Venkatesh, Sparse equidistribution problems, period bounds and subconvezity, Ann. of Math. (2)
172 (2010), no. 2, 989-1094. 11, 4

ALFRED RENYI INSTITUTE OF MATHEMATICS, HUNGARIAN ACADEMY OF SCIENCES, POB 127, Bu-
DAPEST H-1364, HUNGARY
E-mail address: gharcos@renyi.hu

PRINCETON UNIVERSITY, DEPARTMENT OF MATHEMATICS, FINE HALL, WASHINGTON ROAD, PRINCE-
TON, NJ 08544, USA
E-mail address: templier@math.princeton.edu



	1. Introduction
	2. Atkin–Lehner operators and a gap principle
	3. Amplification and the pretrace formula
	4. A counting problem about integral matrices
	5. Proof of Theorem 1
	References

