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Chapter 1

Introduction

Descriptive set theory is a branch of mathematics studying the structure of subsets of
the real line, or in general, Polish spaces (separable, completely metrisable topological
spaces). It has a wide range of applications from functional analysis through the theory
of group actions to model theory.

Descriptive set theory classifies objects by their complexity and forms hierarchies ac-
cordingly. The most fundamental classification is the so called Borel hierarchy. Let X be
a Polish space. A subset of X is called Borel if it is an element of the smallest o-algebra
containing all open subsets of X. The collection of Borel subsets of X is denoted by
Al(X). Borel sets naturally form a hierarchy that can be defined inductively:

»Y(X) is the set of open sets,
if £ < w; is an ordinal then
IT)(X) is the set of the complements of sets in 3¢(X)

and
BUX) = {U A, Ay € II, (X) for some &, < &}

new

The sets X2(X) and IT)(X) are called the £th additive and multiplicative classes of the
Borel hierarchy, respectively. It is well known that the collection of the subsets of an
uncountable Polish space is much larger than the class of the Borel sets. For example,
the continuous image of a Borel set is not necessarily Borel. Continuous images of Borel
sets are called analytic, their complements are called coanalytic sets, denoted by 31(X)
and IT}(X). These are the first two classes of the so called projective hierarchy.

Another very important classification is the Baire hierarchy of functions. Let us denote
by By(X) the family of real valued continuous functions on X. The Baire classes are
also defined inductively, as follows. Let £ < w; be an ordinal. A function is called a
Baire class & function (i. e. it is the element of B¢(X)) if it is the pointwise limit of
functions that are all in Baire classes of indices less than &.
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The investigation of the Borel, projective and Baire hierarchies was initiated a century
ago and it is still a very active field. This thesis is concerned with several problems
related to the classes defined above.

In Chapter 2 we investigate the properties of negligible sets in Polish topological groups.
A Haar measure on a Polish group is basically a well-behaved translation invariant
measure. A topological group is locally compact if each of its points has an open
neighbourhood whose closure is compact. It is an old result of A. Haar and A. Weil that
a Haar measure exists and is essentially unique on locally compact Polish groups, but
does not exist on non-locally compact Polish groups. Interestingly, the concept of Haar
negligible sets can be generalised to the non-locally compact case as well, this was done
first by J. P. R. Christensen [11] and later independently by B. Hunt, T. Sauer and J.
Yorke [37]. Hence it is very natural to ask which properties of Haar null sets in locally
compact groups remain valid in the non-locally compact setting. Answering questions
of D. Fremlin [30] and J. Mycielski [53] we prove that in the non-locally compact case
certain regularity properties are not true anymore. In particular, we show that in every
abelian non-locally compact Polish group there exists a Borel Haar null set that does
not have a ITJ (in other words G5) Haar null hull.

Chapter 3 tackles the problem of characterisation of the linearly ordered sets of Baire
class 1 functions on Polish spaces ordered by the pointwise ordering. If X is a Polish
space, the set B;(X) forms a partially ordered set (poset) with the pointwise ordering
<p, that is, f <, ¢ if for every x € X we have f(z) < g(z) and there exists an x such
that f(z) < g(x). The investigation of this poset was initiated by K. Kuratowski [44],
who proved that it contains no uncountable strictly monotone transfinite sequences.
Solving a problem that was posed by M. Laczkovich [45] in the 1970s we give a full
characterisation of the linearly ordered subsets of this poset in terms of a universal
linearly ordered set. Namely, there exists concrete, combinatorially definable linearly
ordered set such that a linearly ordered set is order isomorphic to a linearly ordered
set of Baire class 1 functions if and only if it can be embedded order preservingly into
our universal linearly ordered set. Using this result we easily reprove the theorems
of Kuratowski, P. Komjath, M. Elekes and J. Steprans (see [44],[43],[19],|23]) and we
answer all of the known open questions concerning the linearly ordered sets of Baire
class 1 functions. The results of Chapter 2 and 3 are joint work with M. Elekes.

A rank function on a set A is a function that assigns an ordinal to every element of A.
Ranks play a central role in descriptive set theory. One can think of a rank as a function
that measures the complexity of the elements of the set A, namely the larger the rank of
an element, the higher its complexity. A. Kechris and A. Louveau [42] built an extensive
theory of ranks defined on the first Baire class, which turned out to be a fundamental
tool in the investigation of the functions in the first Baire class. Elekes and Laczkovich
[22] asked whether these results can be generalised to the higher Baire classes. They
pointed out that this could be used in solving infinite systems of functional equations.
We answer their question affirmatively, Chapter 4 deals with defining well-behaved ranks
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(e.g. subadditive, translation invariant) on the {th Baire class for £ > 2. We also show
that surprisingly the most natural approach does not work, however one can construct
nice ranks using topology refinements. These are joint results with M. Elekes and V.
Kiss.

Chapter 5 is devoted to the precise formulation and generalisation of a method discovered
by A. W. Miller [52]. Transfinite induction is a basic tool in contemporary mathematics
to construct objects with prescribed properties. In general, the resulting set is not
definable and it does not have any regularity properties such as measurability or the
Baire property. However, Miller suggested a method to inductively construct, under
certain assumptions, such sets that are coanalytic. Coanalytic sets are known to be
measurable and they have the Baire property. This method is frequently used ([29],
[31], [39] etc.), sometimes omitting the proof, sometimes formulating it in the particular
case. We precisely formulate a black box condition that can be applied in such situations
without understanding the theories behind Miller’s argument. Roughly speaking, our
theorem states that it is consistent that if given a transfinite induction that picks a real
T, at each step «, the set of possible choices is nice and large enough then the induction
can be realised so that it produces a coanalytic set. Using this theorem we reprove
Miller’s results and show some new applications as well.

1.1 Notation and basic facts

In this section we collect the notions that are probably all well known to the reader
familiar with the basics of descriptive set theory. For the sake of readability, the more
specific terminology is explained in the “Preliminaries” section of every chapter. We will
mostly follow the notations of the monograph [40].

For a set H C X x Y we define its z-section as H, = {y € Y : (z,y) € H}, and
similarly if H C X xY x Z then H,, = {# € Z : (x,y,2) € H}, etc. For a function
f: X XY — Z the z-section is the function f,: Y — Z defined by f.(y) = f(z,y). We
will sometimes also write f, = f(x,-).

If H is a set P(H) stands for the power set of H. An ordinal is identified with the set
of its predecessors, for example 2 = {0, 1}.

Let X = (X, 1) be a Polish space, that is, a separable, completely metrisable topological
space endowed with the topology 7. We denote a compatible, complete metric for (X, 7)
by d. A Polish group is a topological group whose topology is Polish. For a set H C X
we denote the characteristic function, closure and complement of H by g, H, and H,
respectively.

As mentioned above, for a Polish space X, ITI{(X), X2(X), A}(X) etc. stand for the
collections of subsets of X in the appropriate classes. We will also use the notation

AY(X) = 20(X) N T(X),
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these are the so called £th ambiguous Borel classes. We say that a set H is ambiguous
it H e AY(X). Symbols I' and A will denote one of the above mentioned classes, and
A={A°: AecA}.

Be¢(X) denotes the set of real valued Baire class £ functions defined on the space X. For
a real valued function f on X and a real number ¢, welet {f < ¢} ={z € X : f(z) < c}.
We use the notations {f > ¢}, {f < ¢}, {f > ¢} and {f # ¢} analogously. It is well-
known that a function is of Baire class £ iff the inverse image of every open set is in
¥, iff {f < ¢} and {f > ¢} are in B¢, for every ¢ € R. For a function f: X — R
the subgraph of f is the set sgr(f) = {(z,r) € X xR :r < f(z)}.

For A,B C X let d(A, B) = inf{d(a,b) : a € A;b € B}. If X is a group with the
operation + let A+ B ={a+b:a € A,be€ B}. Let us denote by B(x,r) and B(z, )
the open and closed ball centred at x of radius r.

K(X) will stand for the set of non-empty compact subsets of X endowed with the

Hausdorff metric. It is well known (see [40, Section 4.F]) that if X is Polish then so is
K(X). Moreover, the compactness of X is equivalent to the compactness of I(X).

A subset P C X is perfect if it is closed and has no isolated points. A non-empty perfect
subset of a Polish space with the subspace topology is an uncountable Polish space.



Chapter 2

Hulls of Haar null sets

Throughout this chapter, let G be an abelian Polish group (the group operation will be
denoted by + and the neutral element by 0). It is a well-known result of Birkhoff and
Kakutani that any metrisable group admits a left invariant metric |7, 1.1.1], which is
clearly two-sided invariant for abelian groups. Moreover, it is also well-known that a
two-sided invariant metric on a Polish group is complete |7, 1.2.2]. Hence from now on
let d be a fixed complete two-sided invariant metric on GG. For the ease of notation we
will restrict our attention to abelian groups, but we remark that all our results easily
generalise to all Polish groups admitting a two-sided invariant metric.

If GG is locally compact then there exists a Haar measure on GG, that is, a regular invariant
Borel measure that is finite for compact sets and positive for non-empty open sets. This
measure, which is unique up to a positive multiplicative constant, plays a fundamental
role in the study of locally compact groups. Unfortunately, it is known that non-locally
compact Polish groups admit no Haar measure. However, the notion of a Haar nullset has
a very well-behaved generalisation. The following definition was invented by Christensen
[11], and later rediscovered by Hunt, Sauer and Yorke [37|. (Actually, Christensen’s
definition was what we call generalised Haar null below, but this subtlety will only play
a role later.)

Definition 2.0.1. A set X C G is called Haar null if there exists a Borel set B O X
and a Borel probability measure 1 on G such that u(B 4+ g) = 0 for every g € G.

Note that the term shy is also commonly used for Haar null, and co-Haar null sets are
often called prevalent.

Christensen showed that the Haar null sets form a o-ideal, and also that in locally
compact groups a set is Haar null iff it is of measure zero with respect to the Haar
measure. During the last two decades Christensen’s notion has been very useful in
studying exceptional sets in diverse areas such as analysis, functional analysis, dynamical
systems, geometric measure theory, group theory, and descriptive set theory.

Therefore it is very important to understand the fundamental properties of this o-ideal,
such as the Fubini properties, ccc-ness, and all other similarities and differences between
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the locally compact and the general case.

One such example is the following very natural question, which was Problem 1 in My-
cielski’s celebrated paper [53] more than 20 years ago, and was also discussed e.g. in

(18], [4] and [57].

Question 2.0.2. [J. Mycielski| Let G be a Polish group. Can every Haar null set be
covered by a Gs Haar null set?

It is easy to see using the regularity of Haar measure that the answer is in the affirmative
if G is locally compact.

The first main goal of the present chapter is to answer this question.

Theorem 2.0.3. If G is a non-locally compact abelian Polish group then there exists a
(Borel) Haar null set B C G that cannot be covered by a Gs Haar null set.

Actually, the proof will immediately yield that G5 can be replaced by any other class of
the Borel hierarchy.

Theorem 2.0.4. If G is a non-locally compact abelian Polish group and 1 < & < w;
then there exists a (Borel) Haar null set B C G that cannot be covered by a Hg Haar
null set.

It was pointed out to us by Sz. Glab, see e.g. [8, Proposition 5.2| that an easy but
very surprising consequence of this theorem is the following. For the definition of the
additivity of an ideal see e.g. [5].

Corollary 2.0.5. If G is a non-locally compact abelian Polish group then the additivity
of the o-ideal of Haar null sets is w;.

In order to be able to formulate the next question we need to introduce a slightly modified
notion of Haar nullness. Numerous authors actually use the following weaker definition,
in which B is only required to be universally measurable. (A set is called universally
measurable if it is measurable with respect to every Borel probability measure. Borel
measures are identified with their completions.)

Definition 2.0.6. A set X C G is called generalised Haar null if there exists a uni-
versally measurable set B D X and a Borel probability measure g on G such that
w(B+ g) =0 for every g € G.

In almost all applications X is actually Borel, so it does not matter which of the above
two definitions we use. Still, it is of substantial theoretical importance to understand
the relation between the two definitions. The next question is from Fremlin’s problem
list [30].

Question 2.0.7. [D. H. Fremlin, Problem GP] Is every generalised Haar null set
Haar null? In other words, can every generalised Haar null set be covered by a Borel
Haar null set?
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Dougherty [18, p.86] showed that under the Continuum Hypothesis or Martin’s Axiom
the answer is in the negative in every non-locally compact Polish group with a two-
sided invariant metric. Later Banakh [4] proved the same under slightly different set-
theoretical assumptions. Dougherty uses transfinite induction, and Banakh’s proof is
basically an existence proof using that the so called cofinality (see e.g. [5] for the
definition) of the o-ideal of generalised Haar null sets is greater than the continuum in
some models, hence these examples are clearly very far from being Borel.

The second main goal of the chapter is to answer Fremlin’s problem in ZFC'.

Since Solecki [57] proved that every analytic generalised Haar null set is contained in a
Borel Haar null set, the following result is optimal.

Theorem 2.0.8. Not every generalised Haar null set is Haar null. More precisely, if G
15 a non-locally compact abelian Polish group then there exists a coanalytic generalised
Haar null set P C G that cannot be covered by a Borel Haar null set.

For more results concerning fundamental properties and applications of Haar null sets
in non-locally compact groups see e.g. [2], [3], [14], [16], [17], [24], [35], [50], [58], [61].

2.1 Preliminaries

The following facts can all be found in [40]. Let F(G) denote the family of closed subsets
of G equipped with the so called Effros Borel structure. Recall that IC(G) is the family
of compact subsets of G equipped with the Hausdorff metric. Then K(G) is a Borel
subset of F(G) and the inherited Borel structure on (&) coincides with the one given
by the Hausdorff metric.

Let us denote by M(G) the set of Borel probability measures on G, where by Borel
probability measure we mean the completion of a probability measure defined on the
Borel sets. These measures form a Polish space equipped with the weak*-topology. For
u € M(G) we denote by supp(u) the support of y, i.e. the minimal closed subset F' of
G such that u(F) = 1. Let M (G) = {u € M(G) : supp(u) is compact}.

Remark 2.1.1. In both versions of the definition of Haar null sets (or generalised Haar
null sets) certain authors actually require that the measure p, which we will often refer
to as a witness measure, has compact support. This is quite important if the underlying
group is non-separable. However, in our case this would make no difference, since in a
Polish space for every Borel probability measure there exists a compact set with positive
measure [40, 17.11], and then restricting the measure to this set and normalising yields
a witness with a compact support. Therefore we may suppose throughout the proofs
that our witness measures have compact support.
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2.2 The proofs

2.2.1 A function with a surprisingly thick graph

Throughout the proofs, let I' = Aj and A = ITY for some 1 < £ < wy, or let I' = II;
and A = Al

The following result will be the starting point of our constructions. For a fixed measure p
statement (2) below describes the following strange phenomenon: There exists a Borel
graph of a function in a product space such that every Gy cover of the graph has a
vertical section of positive measure.

Theorem 2.2.1. Let I' = A} and A =TI for some 1 < & < wy, or let ' = I} and
A = Al. Then there exists a partial function f : M.(G) x 2 — G with graph(f) € T
satisfying the following properties: Y € M. (G)

(1) (Vo € 29)[(p, x) € dom(f) = f(p,x) € supp(u)],
(2) (VS € A(2° x @) [(graph(f,) C § = (Fr € 29)(1(5:) > 0)].

Before the proof we need several technical lemmas.

Lemma 2.2.2. M.(G) is a Borel subset of M(G).

Proof. The map p — supp(p) between M(G) and F(G) is Borel (see [40, 17.38]) and
M (G) is the preimage of (G) under this map. O

Lemma 2.2.3. Let X be a Polish space and C C M (G) x X x G with C € I". Then
{(w,2) : p(Cpz) > 0} €T

Proof. Let first T = Al If Y is a Borel space and C' C Y x G is a Borel set then
the map ¢: Y x M. (G) — [0,1] defined by ¢(y,u) = u(C,) is Borel ([40, 17.25]).
Using this for Y = M.(G) x X we obtain that the map ¢: M .(G) x X — [0, 1] given by

(1, 2) = p((1 ), 1) = (Clu) s also Borel. Then {(1,) : p(Che) > 0} = 671((0, 1)),

hence Borel.

For I' = I1; this is simply a special case of |40, 36.23). O
Lemma 2.2.4. The set {(1,g) : g € supp(p)} C M.(G) x G is Borel.

Proof. As mentioned above, the map u +— supp(u) is Borel between M(G) and F(G),
hence its restriction to M.(G) is also Borel.

Let E ={(K,g) : K € K(G), g € K}, which clearly is a closed subset of £(G) xG. If we
denote by ¥ : M.(G) x G — K(G) x G the Borel map defined by (1, g) — (supp(p), 9)
then we obtain that {(u, g) : ¢ € supp(u)} = V7L(E) is Borel. O

Let us now prove Theorem 2.2.1.
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Proof. Let U € I'(2¥ x 2¥ x @) be universal for the A subsets of 2¥ x G, that is, for
every A € A(2¥ x () there exists an x € 2¥ such that U, = A (for the existence of such
a set see [40, 22.3, 26.1]). Notice that A C I'. Let

U'=M.(G)xU.
Define
U ={(,2,9) € M(G) x 2 X G : (u,z,2,9) € U and p(U/, ) > 0},

BT

then U” € T" using that the map (u,z,g9) — (i, z,x,g) is continuous and by Lemma
2.2.3. Let

U" ={(n,2,9) € U": g € supp(p)},
then U"” € T" by Lemma 2.2.4. Clearly,

g — d Unwa Nsupp(p) if 0} 20) > 0,
ot 0 otherwise.

Since for all (p, ) the section U . 1s either empty or has positive y measure, by the ‘large
section uniformisation theorem’ [40, 18.6] and the coanalytic uniformisation theorem [40,
36.14] there exists a partial function f with graph(f) € I" such that dom(f) = {(u, x) €
M (G) x2¢: u(U!, ) > 0} and graph(f) Cc U".

My, T

We claim that this f has all the required properties.

First, by the definition of U", clearly f(u,z) € supp(p) holds whenever (p, z) € dom(f),
hence Property (1) of Theorem 2.2.1 holds.

Let us now prove Property (2). Assume towards a contradiction that there exists p €
M (G) and S € A(2¥ x G) such that graph(f,) C S and p(S;) = 0 for every z € 2*.
Define B = (2¥ x G) \ S. By the universality of U there exists € 2* such that
U, = U, , = B. Now, for every y € 2* the section B, is of positive (actually full) u
measure, in particular p(U/ , ) > 0, and therefore (i, ) € dom(f) and

1, T, T
" "o / —
flp,x) € v.,.,CcU,,=U,,.= B
However, f(u,z) € S, = G\ By, a contradiction. O

2.2.2 Translating the compact sets apart

This section heavily builds on ideas of Solecki [56], [57]. The main point is that if G is
non-locally compact then one can apply a translation (chosen in a Borel way) to every
compact subset of G so that the resulting translates are disjoint. (For technical reasons
we will need to consider continuum many copies of each compact set and also to “blow
them up” by a fixed compact set C'.)

Proposition 2.2.5. Let C € K(G) be fized. Then there exists a Borel map t : K(G) X
2% x 2¥ — G such that
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(1) if (K,z,y) # (K',2',y") are elements of K(G) x 2% x 2% then

(K —C+t(K,z,y)N(K'—C+tK' 2 y) =0
(2) for every K € K(G) and y € 2% the map t(K,-,y) is continuous.

Proof. We use Solecki’s arguments [56], [57], which he used for different purposes, with
some modifications. However, for the sake of completeness, we repeat large parts of his
proofs.

Fix an increasing sequence of finite sets Q) C G with 0 € Qg such that Uye, Q) is dense
in G.

Lemma 2.2.6. For every € > 0 there exists 6 > 0 and a sequence {gx}rew C B(0,¢)
such that for every distinct k, k' € w

d(Qk + g, Qr + gi) > 6.

Proof. Since G is not locally compact, there exists 6 > 0 and a countably infinite set
S C B(0,¢) such d(s, s") > 2§ for every distinct s,s" € S.

Now we define g5 inductively as follows. Suppose that we are done for i < k. If for
every s € S there are a € Qg, i < k and b € @; with d(a + s,b+ ¢;) < I then there is a
pair s, s of distinct members of S with the same a,7 and b. But then

d(s,s) =d(a+s,a+s) <dla+sb+g)+db+g,a+s") <26,

a contradiction. Hence we can let g, = s for an appropriate s € S. O

It is easy to see that using the previous lemma repeatedly we can inductively fix ¢,
0, < &, and sequences { gy }re, such that for every n € w

L4 {gZ}kEw - B(07 ‘gn)?

o d(Qr+ gp, Qr + gi) > 20, for every distinct k, k' € w,

On,
hd Zm>n €m < 3

Note that the second property implies that for every n € w the function k — g is
injective. Note also that €, — 0 and hence d,, — 0, moreover, > ¢, is also convergent.

Let us also fix a Borel injection ¢ : K(G) x 2% x 2¢ — w* such that for each K and y the
map c(K, -, y) is continuous. (E.g. fix a Borel injection ¢; : (G) — 2¥ and continuous
injection ¢y : 2% X 2% x 2 — w* and let ¢(K,z,y) = ca(c1(K), z,y).)

Our goal now is to define ¢(K,x,y), so let us fix a triple (K, x,y). First we define a
sequence {h, = h,(K,z,y)}nes with h, € {g}}ren as follows. Suppose that we are
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given h; for i < n. By the density of UyQ) we have G = U,(Qr + B(0,6,/2)). Since
K — C is compact, there exists a minimal index k, (K, z,y) such that

K—C+Y hi CQu(kay + B(0,6,/2).

<n
Fix an injective map ¢ : w X w — w with ¢(7,j) > i for every i € w and let

Pn = 9k (K o.9) (K ) (n) (2.2.1)

and

HE, 2,y) =Y hy (2.2.2)

new
We claim that this function has the required properties.

First, it is well defined, that is, the sum is convergent since h,, € B(0,&,), and hence for
alln € w

> hm € B(0,6,/3). (2.2.3)

m>n

In order to prove (1) of the Proposition, let us now fix (K, z,y) # (K’,2',y’). Then there
exists an n € w such that ¢(K,z,y)(n) # c¢(K',2',y')(n). By the injectivity of ¢ and
of the sequence k — g and also by (2.2.1) we obtain that h, (K, z,y) # h,(K', 2/, v').
Denote by h; and h] the elements h;(K,z,y) and h;(K',2',y'), respectively. Set

k= ¢k, (K, x,y),c(K,z,y)(n)) and k' = ¢(k, (K", 2", y),c(K', 2", y")(n)).

The condition ¢(i, j) > i implies k& > k,(K,z,y), hence Qr D Qp, (k) and similarly
K> k(K 2", y'), s0 Qi D Qk,(k"ay)- Therefore, by the definition of &,

K—C+Y hi € Qi+ B(0,6,/2) and K' = C+ > "hl € Qw + B(0,6,/2),

<n <n
hence
K—C+Y hi €Qu+hy+B(0,6,/2) and K' = C+ Y h; € Qu + hi, + B(0,,/2).
i<n i<n
Thus, using the triangle inequality and the second property of the g we obtain

S,
(K —C+ ) hi, K'=C+ Y b)) > d(Qu+ ha, Qu+ 1) =2 5 =

i<n i<n

From this, using (2.2.3), we obtain d(K —C+t(K, z,y), K'—=C+t(K',2',y')) > 6,—2
% > 0, which proves (1).

oo|:°’

What remains to show is that ¢ is a Borel map and for every K and y the map ¢(K, -, y) is
continuous. But (2.2.3) shows that the series defining ¢ in (2.2.2) is uniformly convergent,
so the next lemma finishes the proof.
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Lemma 2.2.7. For every n € w the map h,, is Borel and for every K and y the map
hn(K,-,y) is continuous.

Proof. We will actually prove more by induction on n. Define f,,: K(G)x2“%x2¥ — K(G)
by
foll2y) = K = O+ 3 hi(K. ). (2.2.4)
<n
We claim that the maps f,, k, and h, are Borel and for every K and y the maps
(K, y), ko(K, - y) and h, (K, -, y) are locally constant.

Note that if a function takes its values from a discrete set than locally constant is
equivalent to continuous.

First we prove that the maps are Borel. Suppose that we are done for i < n. Let us check
that f, is Borel. Put n: (K, z,y) — (K,>_,_, hi(K,z,y)) and ¢ : (K, g) — K —C +g,
then f,, = 1on. Moreover, n is Borel by induction, and 1 is easily seen to be continuous,
hence f, is Borel.

Next we show that k, is Borel. Since ran(k,) C w, we need to check that for every
fixed m € w the set B = {(K,z,y): k,(K,z,y) = m} is Borel. By the definition of
kn.(K,x,y), clearly

B={(K,z,y): fo(K,z,y) C U and fu(K,z,y) £ V},
where U = Q,,, + B(0,6,/2) and V = Q,,—1 + B(0,9,,/2) are fixed open sets.

Set Uy = {L € K(G) : L ¢ W}, which is open in K(G) for every open set W C G.
Then clearly

B = f,\{U)\ [, Uy),

hence Borel.

Since the functions k& — g7 and ¢ defined on countable sets are clearly Borel, the
Borelness of &, and ¢ imply by (2.2.1) that h,, is also Borel.

In order to prove that f,, k, and h,, are locally constant in the second variable, fix K
and y and suppose that we are done for i < n. Then (2.2.4) shows that f,, is locally
constant in the second variable by induction. This easily implies using the definition
of k, that k, is also locally constant in the second variable. But from this, and from
the fact that ¢(K, -, y)(n): 2¥ — w is continuous, hence locally constant, it is also clear
using (2.2.1) that h,, is also locally constant in the second variable, which finishes the
proof of the Lemma. O

Therefore the proof of the Proposition is also complete. n

2.3 Putting the ingredients together

Now we are ready to prove the main results of this chapter, which are summarised in
the following theorem.
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Theorem 2.3.1. Let I' = A] and A = Hg for some 1 < € < wy, orlet T = II}
and A = Al. If G is a non-locally compact abelian Polish group then there exists a
(generalised, in the case of T' = II}) Haar null set E € T'(G) that is not contained in
any Haar null set H € A(G).

Proof. Let f be given by Theorem 2.2.1.

Denote the Borel map pu — supp(p) by supp : M.(G) — K(G). Let us also fix a
Borel bijection ¢ : M (G) — 2¢ (which we think of as a coding map) and a continuous
probability measure v on G with compact support C' containing 0 (compactly supported
continuous measures exist on every Polish space without isolated points, since such
spaces contain copies of 2¥). Let t : I(G) x 2¢ x 2* — G be the map from Proposition
2.2.5 with the C fixed above, and define the map ¥: M .(G) x 2¥ x G — G by

U(p, x,9) = g+ t(supp(u), z, c(p)). (2.3.1)

Finally, define F = W(graph(f)).
Claim 2.3.2. FeTl.

Proof. W is clearly a Borel map. We claim that it is injective on D = {(u,z,g) :
p € M.(G),g € supp(u)}, which is Borel by Lemma 2.2.2 and Lemma 2.2.4. Let
(u,z,9) # (1,2, g") be elements of D, we need to check that W takes distinct values on
them. The case (u,x) = (¢/,2") is obvious, while the case (i, z) # (i, 2’) follows from
Property (1) in Proposition 2.2.5, since ¥(u,z,g) € supp(u) — C + t(supp(p), x, c(p))
(recall that g € supp(u) and 0 € C'). Therefore ¥ is a Borel isomorphism on D. By
graph(f) C D this implies that F = W(graph(f)) isin I (for I' = A] see [40, 15.4], for
[' = IIj notice that by [40, 25.A] a Borel isomorphism takes analytic sets to analytic
sets, hence coanalytic sets to coanalytic sets). O]

Claim 2.3.3. F is Haar null (generalised Haar null in the case of T =11} ).

Proof. We prove that v is witnessing this fact. Actually, we prove more: [CN(E+g)| <1
for every g € G, or equivalently |(C' + g) N E| <1 for every g € G. So let us fix g € G.

E = W(graph(f)) = {¥(u,z, f(, 7)) : (p, v) € dom(f)} =

{f(p, ) + t(supp(p), =, c(p)) = (p, z) € dom(f)},

hence the elements of E are of the form ¢"* = f(u,z) + t(supp(p),x,c(p)). This
element g"7 is clearly in A** = supp(u)+t(supp(u), z, c¢(p)) by Property (1) of Theorem
2.2.1, and the sets A** form a pairwise disjoint family as (u, z) ranges over dom(f), by
Property (1) of Proposition 2.2.5. Hence it suffices to show that C'+ g can intersect at
most one A**. But it can actually intersect at most one set of the form K + t(K, x,y),
since otherwise g would be in the intersection of two distinct sets of the form K — C +
t(K,x,y), contradicting Property (1) of Proposition 2.2.5. O

Claim 2.3.4. There is no Haar null set H € A containing E.
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Suppose that H € A is such a set. Then by Remark 2.1.1 there exists a probability
measure £ with compact support witnessing this fact. The section map ¥, = ¥(y, -, -)
is continuous by (2.3.1) and Property (2) of Proposition 2.2.5. Now let S = W 1(H),
then S € A(2¥ x G).

It is easy to check that graph(f,) C S, and therefore, using Theorem 2.2.1, there exists
x € 2¥ such that ;(S;) > 0. By the definition of S we have that V(u, z,S,) C V,(S) C
H. But ¥(u,z,-) : G — G is a translation, so a translate of H contains S,, which is of
positive u measure, contradicting that H is Haar null with witness pu. O]

This concludes the proof.

2.4 Open problems

Question 2.4.1. Let G be a non-locally compact abelian Polish group. Does there exist
an F, Haar null set that cannot be covered by a Gs Haar null set?

Interestingly, our proof does not give any information about the Borel class of our
example.

Question 2.4.2. What is the least complexity of such a set? And in general, what is
the least complexity of a Haar null set that cannot be covered by a Hg Haar null set?

Remark 2.4.3. We remark that it is not hard to show that in abelian Polish groups
every o-compact Haar null set can be covered by a G5 Haar null set.

Question 2.4.4. Do the results of the chapter hold in all (not necessarily abelian) non-
locally compact Polish groups?

Question 2.4.5. Does there exist a Polish group with a countable subset that cannot be
covered by a Gs Haar null set?

In view of the above remark, the group in the last question cannot be abelian. Of course,
it also cannot be locally compact. How about e.g. an arbitrary countable dense subset
of Homeo|0,1]? This is actually closely related to the following question, popularised
by U. B. Darji, and considered e.g. in [12].

Question 2.4.6. Can every uncountable Polish group be written as a union of a Haar
null set and a meagre set?

The answer is affirmative e.g. for abelian groups or for groups with a two-sided invariant
metric.

The so called cardinal invariants convey a lot of information about the set-theoretical
properties of a o-ideal, see e.g. [5]. Banakh examined this problem in detail in [4] for
the o-ideal of generalised Haar null sets.
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Question 2.4.7. What can we say about the cardinal invariants of the o-ideal of Haar
null sets? How about e.g. if G =77

Surprisingly, the invariants may differ for Haar null and generalised Haar null sets. First,
in contrast with Corollary 2.0.5, [4, Thm. 3] shows that the additivity of the generalised
Haar null sets in Z* equals the additivity of the Lebesgue null sets. Second, [4, Thm.
3] also shows that the cofinality of the generalised Haar null sets in Z“ may exceed the
continuum, whereas for Haar null sets it is clearly at most continuum.

In separable Banach spaces there is a well-known alternative notion of nullness. For the
equivalent definitions of Aronszajn null, cube null and Gaussian null sets see [13].

Question 2.4.8. Suppose that G is a separable Banach space. Which results of the
chapter remain valid when Haar null is replaced by Aronszajn null?



Chapter 3

Order types representable by Baire
class 1 functions

Let F(X) be a class of real valued functions defined on a Polish space X, e.g. C'(X), the
set of continuous functions. The natural partial ordering on this space is the pointwise
ordering <,, that is, we say that f <, g if for every z € X we have f(z) < g(x) and
there exists at least one = such that f(z) < g(x). If we would like to understand the
structure of this partially ordered set (poset), the first step is to describe its linearly
ordered subsets.

For example, if X = [0,1] and F(X) = C([0,1]) then it is a well known result that the
possible order types of the linearly ordered subsets of C([0,1]) are the real order types
(that is, the order types of the subsets of the reals). Indeed, a real order type is clearly
representable by constant functions, and if £ C C([0,1]) is a linearly ordered family of
continuous functions then (by continuity) f fol f is a strictly monotone map of L
into the reals.

The next natural class to look at is the class of Lebesgue measurable functions. However,
it is not hard to check that the assumption of measurability is rather meaningless here.
Indeed, if £ is a linearly ordered family of arbitrary real functions and ¢ : R — R is a
map that maps the Cantor set onto R and is zero outside of the Cantor set then f — fogp
is a strictly monotone map of £ into the class of Lebesgue measurable functions.

Therefore it is more natural to consider the class of Borel measurable functions. How-
ever, P. Komjath [43] proved that it is already independent of ZFC' (the usual axioms of
set theory) whether the class of Borel measurable functions contains a strictly increasing
transfinite sequence of length wsy.

The next step is therefore to look at subclasses of the Borel measurable functions, namely
the Baire hierarchy. Komjéath actually also proved that in his above mentioned result
the set of Borel measurable function can be replaced by the set of Baire class 2 functions.
This explains why the Baire class 1 case seem to be the most interesting one.
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Back in the 1970s M. Laczkovich [45] posed the following problem:

Problem 3.0.1. Characterise the order types of the linearly ordered subsets of
(B1(X), <p)-

We will use the following notation:

Definition 3.0.2. Let (P, <p) and (@, <g) be two posets. We say that P is embeddable
into @, in symbols (P, <p) — (Q, <) if there exists a map ® : P — () so that for every
p,q € Pif p <p g then ®(p) <o ®(q). (Note that an embedding may not be 1-to-1
in general. However, an embedding of a linearly ordered set is 1-to-1.) If (L, <) is a
linear ordering and (L, <) < (@, <) then we also say that L is representable in Q).

Whenever the ordering of a poset (P, <p) is clear from the context we will use the
notation P = (P, <p). Moreover, when @ is not specified, the term “representable” will
refer to representability in By (X).

The earliest result that is relevant to Laczkovich’s problem is due to Kuratowski. He
showed that for any Polish space X we have wy,w] ¥ B1(X), or in other words, there
is no wy-long strictly increasing or decreasing sequence of Baire class 1 functions (see
[44, §24. TI1.2.]).

It seems conceivable at first sight that this is the only obstruction, that is, every linearly
ordered set that does not contain wi-long strictly increasing or decreasing sequences
is representable in B;(R). First, answering a question of Gerlits and Petruska, this
conjecture was consistently refuted by P. Komjath [43] who showed that no Suslin line
(ccc linearly ordered set that is not separable) is representable in By (R). Komjath’s short
and elegant proof uses the very difficult set-theoretical technique of forcing. Laczkovich
[46] asked if a forcing-free proof exists.

Elekes and Steprans [23] continued this line of research. On the one hand they proved
that consistently Kuratowski’s result is a characterisation for order types of cardinality
< ¢. On the other hand they strengthened Komjath’s result by constructing in ZFC
a linearly ordered set L not containing Suslin lines or wi-long strictly increasing or
decreasing sequences such that L is not representable in By (X).

Among other results, M. Elekes [19] proved that if X and Y are both uncountable o-
compact or both not o-compact Polish spaces then for a linearly ordered set L we have
L — By(X) <= L — Bi(Y). He asked whether this still holds if X is an uncountable
o-compact Polish space but Y is not o-compact. Elekes also asked whether the same
linearly ordered sets can be embedded into the set of characteristic functions in By (X)
as into By (X). Notice that a characteristic function x4 is of Baire class 1 if and only if
A € AY(X). Moreover, xa <, x5 < A C B, hence the above question is equivalent
to whether L < (B,(X), <,,) implies L < (A5(X), C). He also asked if duplications and
completions of representable orders are themselves representable, where the duplication
of L'is L x {0,1} ordered lexicographically.

Our main aim in this chapter is to solve Problem 3.0.1 and consequently answer the
above mentioned questions. The solution proceeds by constructing a universal linearly
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ordered set for B;(X), that is, a linear order that is representable in B;(X) such that
every representable linearly ordered set is embeddable into it. Of course such a linear
order only provides a useful characterisation if it is sufficiently simple combinatorially
to work with. We demonstrate this by providing new, simpler proofs of the known
theorems (including a forcing-free proof of Komjath’s theorem), and also by answering
the above mentioned open questions.

The universal linear ordering can be defined as follows.

Definition 3.0.3. Let [0, 1] be the set of strictly decreasing well-ordered transfinite
sequences in [0, 1] with last element zero. Let T = (%a)a<e, 7' = (2, )a<er € [0,1]7 be

distinct and let 6 be the minimal ordinal such that x5 # 2. We say that

(To)a<e <attter (Th)a<er <= (0 is even and x5 < 2§) or (4 is odd and x5 > f).

Now we can formulate the main result of this chapter.

Theorem 3.0.4. (Main Theorem) Let X be an uncountable Polish space. Then the
following are equivalent for a linear ordering (L, <):

(1) (L, <) = (Bi(X), <p),

(2) <L7 <) — ([07 1]§0617 <altle:p)-
In fact, (B1(X), <,) and ([0, 1]i°61, Zautez) are embeddable into each other.

Using this theorem one can reduce every question concerning the linearly ordered subsets
of B1(X) to a purely combinatorial problem. We were able to answer all of the known
such questions and we reproved easily the known theorems as well. The most important
results are:

e Answering a question of Laczkovich [46], we give a new, forcing free proof of
Komjath’s theorem. (Theorem 3.3.2)

e The class of ordered sets representable in By (X)) does not depend on the uncount-
able Polish space X. (Corollary 3.2.15)

e There exists an embedding (B;(X), <,) — (AY(X), <), hence a linear ordering
is representable by Baire class 1 functions iff it is representable by Baire class 1
characteristic functions. (Corollary 3.2.14)

e The duplication of a representable linearly ordered set is representable. More gen-
erally, countable lexicographical products of representable sets are representable.
(Corollary 3.4.5 and Theorem 3.4.2)

e There exists a linearly ordered set that is representable in B;(X) but none of its
completions are representable. (Theorem 3.4.12)
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The chapter is organised as follows. In Section 3.2 we first prove that there exists an

embedding By(X) < [0, 1<, then that [0, 1] < Bi(X). The former result heavily
builds on a theorem of Kechris and Louveau. Unfortunately for us, they only consider
the case of compact Polish spaces, while it is of crucial importance in our proof to use
their theorem for arbitrary Polish spaces. Moreover, their proof seems to contain a slight
error. Hence it was unavoidable to reprove their result, which is the content of Section
3.5. Section 3.3 contains the new proofs of the known results, while in Section 3.4 we
answer the above open questions. Finally, in Section 3.6 we formulate some new open

problems.

3.1 Preliminaries

Our terminology in this chapter will mostly follow [40] and [59].

Let X be a Polish space. USC(X) stands for the set of upper semicontinuous functions,
that is, the set of functions f for which for every r € R the set f~!((—o0,)) is open in
X. It is easy to see that the infimum of USC functions is also USC.

If F(X) is a class of real valued functions then we will denote by bF(X) and F*(X)
the set of bounded and nonnegative functions in F(X), respectively.

Recall the following equivalent definition of the first Baire class: f € By(X) <= the
preimage of every open set under f is in X9(X). This easily implies that a characteristic
function x 4 is of Baire class 1 if and only if A € AY(X). The above equivalent definition
also implies that USC functions are of Baire class 1.

Let (P, <,) be a poset. Let us introduce the following notation for the set of well-ordered
sequences in P:

oP ={F:a— P|aisan ordinal, F is strictly increasing}.
We will use the notation o*P for the reverse well-ordered sequences, that is,
0P ={F:a— P|«aisan ordinal, F is strictly decreasing}.

Then 0*[0, 1] is the set of strictly decreasing well-ordered transfinite sequences of reals
in [0, 1].

For a poset P, if p € ¢*P and the domain of p is £ then we will write p as (pa)a<e,
where p, = p(a). We will call the ordinal £ the length of p, in symbols I(p).

Let H and H' be two subsets of the linearly ordered set (L,<r). We will say that
H <; H or H <; H' if for every h € H and b’ € H' we have h <, h' or h < I,
respectively.

Now if p,p’ € o*P and p ¢ p',p/ ¢ p then there exists a minimal ordinal § so that
ps # ps. This ordinal is denoted by §(p, p').

Le a be a successor ordinal, then o — 1 will stand for its predecessor. Now, since every
ordinal o can be uniquely written in the form o« = v+ n where v is limit and n is finite,
we let (=1)* = (—1)" and refer to the parity of n as the parity of a.
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A poset (T, <r) is called a tree if for every t € T the ordering <r restricted to the
set {s : s < t} is a well-ordering. We denote by Lev,(T) the ath level of T, that
is, the set {t € T :<p [{s.s<p¢} has order type a}. An a-chain C is a subset of a tree
such that <7 |¢ is a well-ordering in type a, whereas an antichain is a set that consists
of <p-incomparable elements. A set D C T is called dense if for every t € T there
exists a p € D such that ¢t <p p. A set is called open if if for every p € D we have
{teT:t>rp}CD.

A tree (T, <7) of cardinality ¥, is called an Aronszajn tree, if for every a < w; we have
|Lev, (T')| < Vg and T contains no wj-chains. An Aronszajn tree is called a Suslin tree
if it contains no uncountable antichains.

A Suslin line is a linearly ordered set that is ccc (it contains no uncountable pairwise
disjoint collection of non-empty open intervals) but not separable.

We will call a poset (P, <p) R-special (Q-special) if there exists an embedding P — R
(P — Q).

3.2 The main result

3.2.1 Bl(X) ([O 1]\0 7<altlex)

Recall that
0,115 = {Z € 07[0,1] : minZ = 0}

and also that for & = (za)a<e, 7' = (2, )ace € [0, TG distinct and 6 = 6(z, ') we say
that

(To)a<e <attter (Th)a<er <= (0 is even and x5 < 2§) or (4 is odd and x5 > f).

Theorem 3.2.1. Let X be a Polish space. Then By(X) — [0, 1]

In order to prove the theorem we have to make some preparation. We will use results
of Kechris and Louveau [42]. They developed a method to decompose a Baire class 1
function into a sum of a transfinite alternating series, which is analogous to the well
known Hausdorff-Kuratowski analysis of A sets.

First we define the generalised sums.
Definition 3.2.2. ([42]|) Suppose that (fs)s<q is a pointwise decreasing sequence of

nonnegative bounded USC functions for an ordinal a@ < wy. Let us define the generalised
alternating sum Z;@(—l)ﬁfg by induction on « as follows:

*

26<0<_1)Bf5 =0

and

Y hea(=1)P f5 =30 o (=1)7 f5 + (1) fur
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if o is a successor and
Yca(=1) f5 = sup{3_4(=1)f, : B < @, B even}
if « > 0 1s a limit.

Every nonnegative bounded Baire class 1 function can be canonically decomposed into
such a sum. For this we need the notion of upper regularisation.

Definition 3.2.3. (|42]) Let f : X — R be a nonnegative bounded function. The upper
reqularisation of f is defined as

f=inf{g:f <, 9,9 € USC(X)}.
Note that f is USC, since the infimum of USC functions is USC. Also, clearly f = f if
f is USC.

Definition 3.2.4. ([42])

Let
90:f7f0:§67

if v is a successor then let
Ja = fa—l - ga—lvfa == /g\a;
if @ > 0 1is a limit then let

., = inf d f, =70
g inf g5 an fa=3

B even
Now if there exists a minimal £ such that fe = feiq then let ©(f) = (fa)a<e-

Note that we need some results of Kechris and Louveau for arbitrary Polish spaces,
however in [42] the authors proved the theorems only in the compact Polish case, al-
though the proofs still work for the general case as well. Unfortunately, in our proof the
non-o-compact statement plays a significant role, hence we must check the validity of
their results on such spaces. The results used are summarised in Proposition 3.2.5 and
the proof can be found in Section 3.5. Notice that the original proof seems to contain a
small error, but it can be corrected with the same ideas.

Proposition 3.2.5. (//2]) Let X be a Polish space and f € bB{(X). Then ®(f) is
defined, ®(f) € o*bUSC™ and we have

(1) | =25ca(=1)f5 + (=1)%ga for every a <&,
(2) ff = 07
(3) f = ace(=1)a
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Proof. See Section 3.5. []

Proposition 3.2.6. Let X be a Polish space and fo, f1 € bB{ (X). Suppose that fy <, fi
and let ©(fo) = (f)azg and ®(fi) = (fa)a<e,- Then ®(fo) # ©(f1) and if 6 =

S(D(fo), @(f1)) then f2 <, [+ if 6 is even and f§ >, f} if § is odd.

Proof. First notice that if fo # f; then by (3) of Proposition 3.2.5 we have ®( fy) # ®(f1).
Let (93)s<¢, and (g5)s<e, be the appropriate sequences (used in Definition 3.2.4 with
95 = f5).

We show by induction on 8 that for every even ordinal g < ¢ we have gg <, g}g and for
every odd ordinal 3 < & we have g§ >, gj.

For 3 = 0 by definition g3 = fo and g} = f1, so g0 <, ga-
Suppose that we are done for every v < f.

e For limit # we have that

0 . 0
= inf
e v<B Sy
Y even

so by the inductive hypothesis obviously g3 <, g3.
e If 3 is an odd ordinal, since § — 1 < § we have f§_; = fj_; so
92 = fgfl - 92’71 Zp fﬁoq - 9}34 = fﬁlfl - 9}371 = gé
by 8 — 1 being even and using the inductive hypothesis.

e If 3 is an even successor, the calculation is similar, using that gg_l > gé_l we
obtain

0 0 0 0 1 1 1 1
gg = f,571 —9p-1 <p f571 —9g-1 = f,371 —95-1 = 9p-

Consequently, the induction shows that ¢ <, g} if 6 is even and ¢? >, g} if 6 is odd.

Therefore, since g = fi we have that f) <, f} if § is even and f§ >, f} if ¢ is odd. But
by the definition of ¢§ it is clear that fP # fi, hence f{ <, fi if ¢ is even and f9 >, f}
if 9 is odd. This finishes the proof of Proposition 3.2.6. O

Now to finish the proof of Theorem 3.2.1 we need the following folklore lemma.

Lemma 3.2.7. There exists an order preserving embedding Vo : USCT(X) — [0,1]
where the image of the function f = 0 is 0. In particular, there is no uncountable
strictly monotone transfinite sequence in USCT(X).

Proof. Fix a countable basis {B,, : n € w} of X x [0,00). Assign to each f € USC™ the

real
rp=1- Y 2l

BnNsgr(f)=0
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If f <, g then sgr(f) C sgr(g) so, as the subgraph of an USC function is a closed set,
there exists an n € w so that B,, is an open neighbourhood of a point in sgr(g) \ sgr(f).
Thus, {n: B, Nsgr(f) =0} 2{n: B,Nsgr(g) =0} Consequently, r; < r,. H

Proof of Theorem 3.2.1. Let W : c*USCT(X) — ¢*[0,1] be the map that applies the
above ¥, to every coordinate of the sequences in ¢*USC™(X). Thus, ¥ is order pre-
serving coordinate-wise.

Clearly, h(z) = T arctan(z) + 3 is an order preserving homeomorphism from R to (0,1)
and for f € B1(X) let H(f) = ho f. Composing the functions in B;(X) with h we still
have Baire class 1 functions and this does not effect the pointwise ordering. Thus, H is
an order preserving map from B;(X) into 0B (X).

Let © = Wo®o H. Notice that as H : B1(X) — vB{ (X), ® : bB] (X) — o*bUSCT(X)
and U : o*USC(X) — 0*[0, 1], the map O is well defined.

Now, by Lemma 3.2.7 we have that Uy maps the constant zero function to zero and by

(2) of Proposition 3.2.5 we have that for every function f its ® image ends with the

constant zero function. Thus, the © image of every function f ends with zero. Therefore,
<w1i

© maps into [0, 1]

If fo <, fi1 are Baire class 1 functions then clearly H(fy) <, H(fi) hence by Proposition
3.2.6 we have that if § = 6(®(H(fo)), P(H(f1))), then ®(H(fo))() <, (H(f1))(9) if
d is even and ®(H(fy))(0) >, P(H(f1))(d) if 0 is odd. Since ¥ is order preserving
coordinate-wise, we obtain that © is an order preserving embedding of B;(X) into
([0, 1]i°61, <altlez), Which finishes the proof of the theorem. O

3.2.2 (0,135, <atttes) = Bi(X)

Theorem 3.2.8. The linearly ordered set ([0, 1]§°61, <aitlez) can be represented by A9
subsets of K([0,1]?) ordered by inclusion.

Proof. First we define a map ¥ : [0,1]J' — K([0, 1]%), basically assigning to each
sequence its closure (as a subset of the interval). However, such a map cannot distinguish
between continuous sequences and sequences omitting a limit point. To remedy this we
place a line segment on each limit point contained in the sequence.

Let z € [0, 1<, with Z = (24)a<e. Now let

U(7) = {(2a,0) s r < EJU

U{{ma} X [0, 24 — Tat1) : if 0 <a < and z, =inf{zg: < a}}.

<wi

Lemma 3.2.9. W(Z) is a compact set for every 7 € [0, 1[G

Proof. Clearly, it is enough to show that if (p,,¢,) — (p,q) is a convergent sequence
such that for every n we have
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(Pns qn) €
U{{Ia} X 0,24 — Tat1] @ if 0 <a < and z, =inf{zg: < a}} (3.2.1)
then (p,q) € (7).

Obviously, p, = x,, for some ordinals «,. First, if the sequence z,, is eventually
constant, then there exists an « so that p = z, and except for finitely many n’s by
(3:2.1) we have g, € [0, 2o — Zas1): S0 (9,0) € {Ta} X [0, 70 — Tass] C U(2).

Now if the sequence (x4, )ne, i nOt eventually constant, since the sequence (z4)a<¢
is strictly decreasing and well-ordered then (passing to a subsequence of (x,, )new if
necessary) we can suppose that (z,, )ne, i a strictly decreasing sequence.

Using the fact that (x,, )new is a strictly decreasing subset of (24)a<¢ We obtain that

Ta, — Tap+1 < Za, — p- Hence from (3.2.1) we get
0< ¢y <Ta, — Tapt+1 < To, —p— 0

so ¢, = 0. Therefore,

(.9) = (Jim 7,,0) € {(7,0) - @ < &} C ¥(a).
0

Now we define a decreasing sequence of subsets of K([0,1]?) for each = (24)a<¢ and
a < ¢ as follows:
HE = {VU(2): 2o = Tla, 2a < 7o} (3.2.2)

We will use the following notations for an even ordinal o < &:

KZ=HZ(={U(2): Z|la = T|as 2a < Ta}), (3.2.3)

and if & +1 < ¢ then

Ly = a1 (=Y (2) 1 Zlat1 = Zlat1s Zas1 < Tag1})- (3.2.4)
Finally, if « = £ then let £Z = (). So K and £Z is defined for every even o < €.
Notice that the sequence (HZ),<¢ is a decreasing sequence of closed sets.
To each T = (z4)a<¢ let us assign

A= (kN

a<&,a even

By [40, 22.27], since A" is a transfinite difference of a decreasing sequence of closed sets,
we have A" € AJ(K([0,1]?)).

To overcome some technical difficulties we prove the following lemma.
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Lemma 3.2.10. Let z € [0, 1]<G and § be an ordinal such that §+1 < 1(Z).

(1) If K € Hy,y, B is a limit ordinal, inf{z, : v < B} = z and I(Z) > B+ 1 then
(28,28 — z41) € K.

(2) If K € ’H_é and (3 is a successor then (z5-1,0) € K.
(8) If K € ’H_Z, B is a limit ordinal and inf{z, : v < B} > z3 OR B is a successor then
KO (25, inf{z, 1 7 < 1) x [0,1)) = 0

(notice that if 5 is a successor then inf{z, : v < B} = z5-1).

Proof. For (2) and (1) just notice that by equation (3.2.2) whenever ¥(w) € Hj (Hz,,,
respectively) then W(w) contains the point (z3-1,0) (the point (23, 25 — 2z3+1)). Conse-
quently, every compact set which is in the closure of ’Hé (or ’Hé 1) contains the point
(2-1,0) (the point (zs, 25 — 23+1))-

(3) can be proved similarly: by the definition of #j for every w such that W(w) € Hj
we have

U(w) N ((z3,inf{z, : v < B}) x [0,1]) = 0.

Now since the set U = (z5,inf{z, : v < 8}) x [0,1] is relatively open in [0, 1]?, the set
{K € K([0,1?) : KNU = 0} is closed. Hence H; C {K € K([0,1]*) : KNnU = 0}
implies that every K € ’H_é is disjoint from U. So we proved the lemma. O

In order to show that Z — A” is an embedding it is enough to prove the following claim.
Main Claim. If T <ge, § then A* C AY.
To verify this we have to distinguish two cases.

Case 1. 6 = 6(z,y) is even. Then x5 < ys and § +1 < (7). We will show the following
lemma.

Lemma 3.2.11. K§ C K\ £Y.
Proof of Lemma 3.2.11. From x5 < ys we have

{U(2):z|ls = Tls, 25 < ws} C{V(Z): Z|s = T|s, 25 < ys}
so KT C K.

First, we prove that

Kic K\ Ly (3.2.5)
Here we have to separate two subcases.
SUBCASE 1. 0 is a limit ordinal and y; = inf{y, : @ < 0}.

On the one hand, using (1) of Lemma 3.2.10 (with Z = y and § = §) we obtain that for
every K € LI(=HJ,,) we have (ys5,ys — ys+1) € K.
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On the other hand, from (3) of Lemma 3.2.10 (with Z = Z and 8 = §) we get that for
every K € K§(= Hj) we have K N ((zs,inf{z, : o < 0}) x [0,1]) = 0. In particular,
as ys € (ws,inf{z, : a < 6}), we have (ys,ys — ys+1) € K. So we obtain KF N LY = 0,
hence by Kf C KY we have KF C KY\ Lj.

SUBCASE 2. 0 is a limit and ys < inf{ys : 0’ < d} or § is a successor.

Using (2) of Lemma 3.2.10 (with Z = 7 and 8 = § + 1) we obtain that every K € L}(=
HY,,) contains the point (ys,0). From (3) of Lemma 3.2.10 (with z = z, 3 = §) we have
that for every K € KF(= HZ) the set K N ((x5,inf{zs : a < §}) x [0,1]) is empty. But
ys € (ws,inf{x, : @ < 6}) so KEN LY = 0. This finishes the proof of equation (3.2.5).
Second, in order to prove Kj # ICg \ Eg let w be such that w|s = Z|s, s, Ys11 < ws < Ys
and ws1 = 0. Clearly, ¥(w) € 3.

By (3) of Lemma 3.2.10 (used for z = z and § = J) we have that U(w) € Kf(= H3)
would imply ¥ (w) N ((zs, inf{z, : « < 0}) x[0,1]) = 0, but (ws,0) € (zs,ys) X [0,
inf{z, : a < d§} =inf{y, : @ < d} > ys which is a contradiction. Hence ¥(w) ¢ K%.

Now we prove W(w) ¢ L. Suppose the contrary, then using (3) of Lemma 3.2.10

(with z = y and 8 = & + 1) one can obtain that for every K € LI(= HY,,) the set
K 0 ((Yss1,y5) x [0,1]) is empty. But clearly (ws,0) € V(@) N ((ys41,¥s) x [0,1]), a
contradiction. So ¥(w) & Lj.

Thus, it follows that W(w) € (K¥\ £) \ KZ. From this and from equation (3.2.5) we
can conclude Lemma 3.2.11. ]

Now we prove the Main Claim in Case 1. If ¢’ is even and ¢’ < §, the definitions (3.2.3)
and (3.2.4) of K£Y and LY, depend only on (x4)a<s+1 SO

5 =Ky (3.2.6)
and i
I =Ll (3.2.7)

Now, from Lemma 3.2.11 we have A* C AY, since for every K € A" we have either
K e KL\ L3 = K4\ £} for some ¢ < 6 or K € K.

Moreover, we claim that using Lemma 3.2.11 one can prove that A* C AY. From the
definition of A”, from the fact that the sequence (HZ)o<¢ = (K3, L], K7, LT,...) is
decreasing and from equations (3.2.6) and (3.2.7) follows that

K nA = | KNg= | Ki\Ly=(K)nA

§'<é, §' even 0'<é, ¢ even

So A% C (K¥)°UKZ. Hence, if K € (KI\ L) \ K% then

KeKI\L]CA
and

K ¢ (K UKi D> A"
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so indeed, we obtain that the containment is strict, hence we are done with Case 1.

Case 2. § = 4(z,y) is odd.
Then x5 > ys and 6 + 1 < [(Z). Notice that as the length of z is larger than § + 1, the
sets K5, , and L3, are defined.

Now for every even ¢’ < ¢ — 1 the definition of Kj, and ICg, depend only on (z4)a<sy =
(Yo)a<sr- Thus for every even &' <6 — 1

5 =Ky (3.2.8)

and also for every even ¢’ < 6 — 1 )
5 =Ly (3.2.9)
We will show the following:
Lemma 3.2.12. (1) K% \£Z , C KL  \LY,
(2) Kia C Ky \ L3y

Proof of Lemma 5.2.12. 1t is easy to prove (1): from equation (3.2.8) we get K_, =
KCY_,. Moreover, £F | D L} |, since

L5y ={V(2): 2ls = Tl5.25 < ws} D {U(2) : 2ls = Fls, 25 < s} = L3,
holds by x5 > ys.
Now we show (2). First, K%, C KI_, = KY_,, using that the sequence (KZ)a<s41 is
decreasing.
So it is suffices to show that K ;NLY_, = 0. Using (3) of Lemma 3.2.10 (with z = § and
£ = &) we obtain that for every K € LI (= HY), we have K N ((ys,ys-1) % [0,1]) = 0.
However, by (2) of Lemma 3.2.10 (used with z =7 and 8 = 6 +1) if K € K5, (= Hj,,)

then (z5,0) € K. Therefore, x5 € (ys5,¥s—1) implies that the intersection K, N L§_,
must be empty. So we are done with the lemma. O

Now we prove the Main Claim in Case 2. By definition of A® and by the fact that
the sequence (HZ)a<e = (K§, L3, KT, L7, .. .) is decreasing we have that if K € A” then
either K € K%\ £ = K%\ LY for some even & < §—1or K € K§ ;\Li ; or K € K3, ;.
Hence using equations (3.2.8) and (3.2.9) and Lemma 3.2.12 we obtain

A* C A (3.2.10)
In order to show that A* # AY it is enough to find a w such that
U(w)e KL\ LY, CAY (3.2.11)

and i i i
U(w) € K5, U(L5_,)° D A" (3.2.12)
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Take w|s = g|s and ws such that xs,1,ys < ws < x5 and wsq = 0.

Now, in order to see (3.2.11) clearly W(w) € K7_,. On the other hand if K € £ (= H_g)
by (3) of Lemma 3.2.10 (with z = § and 5 = ) we have K N ((ys,ys-1) x [0,1]) = 0.
But ys < ws < x5 < ¥5_1 = Ys5-1, 50 (ws,0) € V(w) N ((ys,ys-1) % [0,1]). Therefore,
U(w) & L5

In order to prove (3.2.12) it is obvious that WU(w) € L£f ;. Now using again (3) of
Lemma 3.2.10 (with z = 7 and 8 = § + 1) we obtain that whenever K € K%,,(= HZ,,)
then K N ((zs41,25) % [0,1]) = 0. However, ws € (w511, x5) hence (ws,0) € ¥(w) N
(@541, 75) X [0,1]), s0 W(w) & K5,

So we can conclude that A* # AY. Thus, using equation (3.2.10) we can finish the proof
of the Main Claim in Case 2 and hence we obtain Theorem 3.2.8 as well. ]

3.2.3 The main theorem

Theorem 3.2.13. (Main Theorem) Let X be an uncountable Polish space. Then the
following are equivalent for a linear ordering (L, <):

(1) (L, <) = (Bi(X), <p)

(2) (L, <) = ([0, 137, <atter)

(3) (L, <) = (A3(X), )

In fact, ([0, 133, <astiex), (AY(X), S) and (B1(X), <,) are embeddable into each other.

=

Proof. (Bi(X), <) = ([0, 1X3"; <atttea) - Theorem 3.2.1.

([0, l]ial, <attiez) — (AY(X), Q) : we proved in Theorem 3.2.8 that ([0, 1]i“61, <altlex) <
(AY(K([0,1]%)),Z). Now, [19, Theorem 1.2] states that the class of linear orderings
representable in AY coincide for all uncountable o-compact Polish spaces. Hence, if
C' is the Cantor space, then ([0, 1J33!, <aea) = (AY(C),S). If X is an uncountable
Polish space then there exists a continuous injection h : C — X. Now, since h(C)
is a closed set in X we have that A — h(A) is an inclusion-preserving embedding

(A3(C), C) = (A3(X), S). Consequently, ([0, ]G, <aues) < (A3(X), S).

(AYX), Q) < (Bi(X),<,) : if Ais a AJ set then x4 is a Baire class 1 function and
A+ x4 is an order preserving (AY(X), ) < (Bi(X), <,) map. O

We immediately obtain the answers to Questions 5.2 and 5.3 from [23].

Corollary 3.2.14. There exists an embedding B1(X) < AY(X), hence a linear order-
ing is representable by Baire class 1 functions iff it is representable by Baire class 1
characteristic functions.
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The equivalence of (1) and (2), implies that the embeddability of a linearly ordered set
into the set of Baire class 1 functions does not depend on the underlying Polish space
(provided of course that the Polish space is uncountable). This result answers Question
1.5 from [19] affirmatively.

Corollary 3.2.15. If X and Y are uncountable Polish spaces and L — Bi(X) then

From now on we will simply use the notation By (X) = B;.

3.3 New proofs of known theorems

In this section we would like to demonstrate the strength and applicability of our char-
acterisation by providing new, simpler proofs of the theorems of Kuratowski, Komjath,
Elekes and Steprans. In case of Komjath’s result our proof does not use the technique
of forcing, which is an answer to a question of Laczkovich [46].

We would like to remark here that the above authors mainly investigated B;(R) and
Bi(w®), but as we saw in Corollary 3.2.15 the statements do not depend on the under-
lying Polish space, so we will state them slightly more generally.

3.3.1 Kuratowski’s theorem

Theorem 3.3.1. (Kuratowski, [44, §24. II1.2.]) wy and w} are not representable in B;.

Proof. By Theorem 3.2.13 it is enough to prove that w; #» [0, 1] and wi & [0, 1]
We will prove the former statement, the proof of the latter is the same.

Suppose that (fa)a<w, is a strictly increasing sequence in [0,1]J5'. Now we define a

sequence {s, : @ < w;y} C 0*[0, 1] that is strictly increasing with respect to containment.
Notice that this will yield a contradiction, since Uy, 5o Would be an wi-long strictly
decreasing sequence of reals.

We define the sequence s, by induction on « with the following properties:
[(So) = a and {7 : s, C f,} contains an end segment of w;. (3.3.1)

First, so = () clearly works. Now suppose that we are done for every 8 < a.

If o is a limit let s, = Ug<qsg. Then

{’y:SaCfW}:ﬂ{”y::Sngv}

B<a

so the set {7y : s, C f,} is the intersection of countably many sets that contain end
segments, hence it contains an end segment. Therefore, (3.3.1) holds.
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Let a be a successor and S = {7 : so-1 C fy}. If 7,7 € S with v < 7/ then clearly
Iy <atttez f- BY Sa—1 C fy, Sa—1 C fy and [(s4—1) = a — 1 we obtain that o(f,, fy) >
a—1. Soeither f,(a—1) = fy(a—1)or fy(a—1) < f(a—1) if a—1 is even and f,(a—
1) > fy(a—1) if a — 1 is odd. Therefore, f,(a —1) < fy(a—1)if « — 1 is even and
fy(a—1) > fy(a—1)if o — 1 is odd. Consequently, the map v — f,(a — 1) is order
preserving from S to the unit interval if & — 1 is even and order reversing if o — 1 is
odd. But S contains an end segment by induction, and [0, 1] contains no subset of type
wy or wi, hence this map attains a constant value, say r on an end segment. Thus,
Sa = Sa—1 T satisfies (3.3.1). O

3.3.2 Komjath’s theorem

Komjath [43] has shown using forcing that a Suslin line is not representable in B;(R).
Laczkovich [46] asked if a forcing-free proof exists. Now we provide such a proof.

Theorem 3.3.2. (Komjdth, [43]) A Suslin line is not representable in B;.

NOTATION. Let (T,<7) be a tree. We denote by T the set {t € T : t €
Lev,(T'), a is a successor} ordered by the restriction of <p. Notice that T'|gue. is also a
tree, but it is not a subtree of 7. If ¢t € ¢*[0, 1] we will use the notation I; for the set
{z €[0,1<¢ -t C 7}

Lemma 3.3.3. Suppose that S C [0, 1]i°51 18 a nowhere separable Suslin line. Then
0*[0, 1]|suce contains a Suslin tree.

Proof. Let
T={teoc*0,1]:|SNI|>2}. (3.3.2)

We claim that (7', C) is a Suslin tree.

First, T is clearly a subtree of (¢*[0,1], <) and ¢*[0,1] does not contain uncountable
chains hence this is true for 7" as well.

Second, let A C T be an antichain. Notice that for every pair of incomparable nodes
t,t' € T the sets I, and Iy are disjoint intervals of (][0, 1]252 <atlez), hence I; NS and
I NS are also disjoint intervals in S. By (3.3.2) these intervals are non-degenerate.
Since A C T is an antichain the set {I; NS : t € A} is a collection of pairwise disjoint
non-empty intervals in S. Using that S is nowhere separable for every ¢ we can select a
J; C I; such that SN J; is a non-empty open interval. By definition S is ccc so the set
{J/: NS :t € A} is countable. Hence A is countable, showing that 7" does not contain
uncountable antichains.

Third, it is left to show that T' is uncountable. Suppose the contrary. Notice first that
for every t € T' the set {r € [0,1] : SN1,~ # 0} is countable, otherwise, choosing points
pr € SN 1~ the map r — p, would give an uncountable real subtype of &, which is
impossible (see |59, Proposition 3.5]). Hence, as T' is also countable, we can select a
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countable subset D of S with the following property: for every t € T and r € [0, 1] such
that SN 1~ # () there exists a point p € D such that p € I~ .

We claim that D is dense in § which will contradict the non-separability of S. In order to
see this let J C S be a non-empty open interval. By passing to a subinterval of J (using
that S is nowhere separable) we can assume that J is of the form [z, 7] NS with = # g.
Let z € (Z,9) NS (such a Z exists by the fact that S is nowhere separable). Clearly
T <aitlez Z <altlex Y- Let 0z = §(Z, 2) and 05 = §(y, Z). Then [(Z) > max{dz,d;} + 1 and

z(0z) < Z(6z) <= 6z even and Z(05) < y(d5) <= 0y even. (3.3.3)
Suppose that d; > 05, the proof of the other case is the same. If t = z N z, then
{z,z} C I, so by (3.3.2) we have t € T'. Clearly,
S S N Ig‘ég—mtl - S m[t’“z(éi)

hence, by the definition of D we obtain that there exists a p € DN [ £ 5(6)" We have
Plos+1 = Z|s,+1 so from d; > 0; we get

d(z,p) = 6z and 0(y, p) = &y,

moreover

P(62) = 2(52) and p(5;) = 2(5).

Therefore, using (3.3.3) we obtain that T <uues D <attez ¥, S0 p € DN (Z,y) C DN J.
So D is a countable dense subset of S, a contradiction.

This yields that T" is uncountable, hence it is indeed a Suslin tree.

Finally, notice that T is a subtree of 0*[0,1] 80 T|suce C %[0, 1]|suce- Let T" = T'|suce-
Clearly, T" is a subset of T" and by definition the ordering of 7" is the restriction of the
ordering of T, so 7" does not contain uncountable chains or antichains. In order to see
that 7" is uncountable first notice that the lengths of the elements in 7" are unbounded
in wy, therefore the lengths of the elements on the successor levels are also unbounded.
Hence T” is uncountable so 7" is also a Suslin tree, which completes the proof of the
lemma. [

For the sake of completeness we will prove the following classical facts about Suslin
trees.

Lemma 3.3.4. If D is a dense open subset of the Suslin tree T' then T \ D is countable.

Proof. Let A be a maximal antichain in D. Clearly, A is countable. Let o be such that
a > sup{l(s) : s € A}. Now, if § > « arbitrary and ¢ € Levg(T') then by the density
of D there exists an sy € D such that ¢ <7 sy. From the facts that A is maximal and
£ > « we obtain that for some s; € A we have s; <r sy and hence s; <7 t. But then, as
D is open and A C D we obtain that ¢ € D. This finishes the proof of the lemma. [

Lemma 3.3.5. A Suslin tree is not R-special.
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Proof. Suppose the contrary. Let T be a Suslin tree and f : T — R be an order
preserving map. We can suppose that f(7T') is a subset of [0, 1].

Let n € w and .

n—i—l)}'

Clearly, D,, is open. We will show that it is also dense in T. In order to see this
let tg € T be arbitrary. Then either t, € D, or there exists an t; >p ty such that
f(t1) > f(to) + 725 Repeating this argument for ¢; we obtain either that ¢, € D, or a
ty >7 ty such that f(ty) > f(t1) + =5 > f(to) + 725, ete. f(T) C [0,1] implies that this
procedure stops after at most n + 2 steps, hence we obtain an s > ty such that s € D,,.
Therefore, the sets D,, are dense open subsets of 7. By Lemma 3.3.4 the complement
of Npew D, is countable, hence there exists s <y t such that s,t € Nyeup,. But then

clearly f(t) = f(s), a contradiction. ]

D= {teT: (vs 1 t)(f(s) < f(t) +

Now we are ready to prove the main result of this subsection.

Proof of Theorem 3.3.2. Suppose the contrary and let S’ be a subset of By order isomor-
phic to a Suslin line. By Theorem 3.2.13 there exists an embedding &y : &' — |0, 1]§“61.
For p,q € &' let p ~ q if the interval [p, g is separable. Then ~ is an equivalence rela-
tion and S = &’/ ~ is a nowhere separable Suslin line (for the details see [59, Section
3.]). For every ~ equivalence class [-] fix a representative p € §’. It is easy to see that
every equivalence class is an interval, so the map ®([p]) = ®o(p) is an order preserving
embedding of S into [0, 1]

Now we can use Lemma 3.3.3 for ®(S). This yields that there exists a Suslin tree
T C 0*[0,1]|suce- Assign to each t € T the last element of ¢, namely, let f(t) = ¢(I(t)—1).

Let s,t € T such that s <p t. Then, as s # t, the sequences s and t are strictly
decreasing and (using that s <p t <= s C t) t is an end extension of s we obtain that
f(t) < f(s). Therefore, the map 1 — f is a strictly monotone map from the Suslin tree
T to R. This contradicts Lemma 3.3.5. O

3.3.3 Ordered sets of cardinality < ¢ and Martin’s Axiom

In this subsection we reprove the results of Elekes and Steprans from [23]. To formulate
the statements, we need some preparation.

Suppose that (L, <p) is a linearly ordered set. A partition tree 77, of L is defined as
follows: the elements of T}, are certain non-empty open intervals of L ordered by reverse
inclusion. T}, is constructed by induction. Let Levy(Ty) = {L}.

Suppose that for an ordinal o we have defined Levg(T}) for all < «. If a is a successor,
for every I € Lev,_1(Ty) fix non-empty intervals Iy and I; such that Iy U I; = [ and
IoNI; = 0 if such Iy, I; exist. Let

Leva(Ty) = | J{Io, 11 : T € Leva_y(T1)}.
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Now if «v is a limit ordinal let

LEUQ(TL) = {ﬂ ]5 : Ilg € Levg(TL), ﬂﬂ<a]5 7é Q)}
B<a
Somewhat ambiguously if t € T, we will denote the corresponding interval of L by N;.

We first verify the next proposition, which is interesting in its own right.

Proposition 3.3.6. Let L be a linear ordering such that Ty, a partition tree of L is
R-special. Then L — B;.

Proof. Without loss of generality we can suppose that we have a strictly decreasing map
¢ T, — (0,1).

Lemma 3.3.7. There exists a map Vo : Ty, — 0*[0, 1] with the following properties for
every t,s € Tp:

(1) if s <g, t then ¥y(s) C Uy(t),

(2) Zf NS <y, Nt then \IJQ(S) <gltlex \I/()(t),

(8) inf Wo(t) > ().

Proof. We define ¥ inductively on the levels of T7,. Suppose that we are done for every
B < a.

If «v is a limit ordinal and ¢ € Lev,(1}), let
To(t) = | J Wo(®). (3.3.4)

t/<TLt

Now let a be a successor ordinal. First notice that for every ¢ € Lev,(Tr) by the fact
that & is strictly decreasing and the inductive hypothesis for ¢|, we have

O(t) < D(t]o) < inf Uy(t]s). (3.3.5)
Let
A={t e Lev,(Ty) : (3s € Lev,(T1))(s # t At|a = s|a)}-
Now, if ¢t ¢ A then using (3.3.5) there exists an r € [0, 1] such that
O(t) < r <inf Wy(t|a). (3.3.6)
So let
\I[()(t) = \I/()(t|a) . (337)

Notice that if ¢ € A then there exists exactly one s # t such that s € Lev,(Ty) and
t|o = s|a. Hence A is the union of pairs {s,t} such that s,t € Lev,(T7) and t # s and
tlo = S|a. We will define Wq(s) and Wo(t) simultaneously for such pairs. Since s and ¢
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are incomparable, the intervals N, and N, are disjoint, so either N, <; N; or Ny > N;.
Using (3.3.5) and s|, = t|, we obtain

B(t), B(s) < B(t]o) < inf To(t],).

From this it follows that we can choose r, ¢ € (0,1) such that

O(t), P(s) < r,q < inf Vy(t|a) (3.3.8)
and
Ny <p Ny <= Yo(tla) ™ q <atiex Voltla) 1, (3.3.9)
so let
Uo(t) = Uy(tla) ~ 7 and Wy(s) = Yo(t|la) ~ g = Yo(s|a) ¢ (3.3.10)

Thus, we have defined ¥ on Lewv,(T7) (first on the complement of A then on A as well).
We claim that W satisfies properties (1)-(3).

We check (1). Let s <p, ¢t and t € Lev,(Tr). If a is a limit ordinal then by (3.3.4)
clearly Wo(s) C Wo(t). If a is a successor then s <r, t|,, hence from the inductive
hypothesis and from equations (3.3.6) and (3.3.10) we obtain (1).

In order to prove (2) let s and ¢ be given with Ny < N;. If s|, = t|, then s,t € Lev,(T})
and « is a a successor. Then by equations (3.3.9) and (3.3.10) clearly (2) holds. If
S|la # t|a then there exists an ordinal § < «, & C s and t' C ¢ such that §',t' € Levg(TL)
and Ny < Np. Hence from the inductive hypothesis Wo(s') <uuier Yo(t') so from
property (1) we have Wy(s) <airer Volt).

Finally, in order to see (3) if a is a limit just notice that ®(t) < ®(¢') whenever t' <, ¢
so by the inductive hypothesis we have
O(t) < inf (') < inf (inf Wo(¢')) = inf W(1).
t'<TLt t/<TLt
If «v is a successor then for t € A by (3.3.6) and (3.3.7), while for ¢ € A by (3.3.8) and
(3.3.10) we get (3).

Thus the induction works, so we have proved that such a W exists. O

Now we define the embedding L — [0,1]{7'. For z € L let

U =( |J W) o

teTr, t€Ny

By the definition of a partition tree, if for s and ¢t we have x € N, N N, then s and ¢
are <r,-comparable. Hence by property (1) of Wy for every x € L we have Vy(z) €
0*[0,1]. Moreover, by ran(®) C (0,1) and by property (3) we have that concatenating

User,. sen, Yo(t) with zero will give an element in [0, 1]{'

We claim that the map WU is order preserving between (L, <p) and ([0, 1]2‘61, <altlez)-
Let z,y € L with x < y. Then there exist s,t € T, such that x+ € N, and y € N,
and Ns; <; N;. Then by property (2) of ¥y we have Wy(s) <aer Yo(t). Therefore,
Uo(s) C ¥(z) and Wo(t) C V(y) implies ¥(z) <uppper Y(y). O



39 Chapter 3. Order types representable by Baire class 1 functions

Theorem 3.3.8. (MA) If L is a linearly ordered set of cardinality < ¢ then L is repre-
sentable in By iff L does not contain wy or wy.

Proof. Let Ty, be a partition tree of L. We claim that T, does not contain uncountable
chains. Suppose the contrary, let {t, : & < w;} C Ty, be a chain. Then N, (denoted by
N, later on) is a strictly decreasing sequence of intervals in L. Therefore, for every a
there exists an z, € N, \N,1 such that either N1 <p {z,} or Noy1 > {z.}. Without
loss of generality we can suppose that the set R = {a : (x4 € Nu \ Nat1)(Nay1 <p
{z,})} is uncountable. But then the sequence (x,)acr is strictly decreasing in L and R
is unbounded in wy 80 (%4 )acr is order isomorphic to wj.

Notice that as every level of T}, contains pairwise disjoint non-empty intervals of L, from
|L| < ¢ it follows that the cardinality of every level is strictly less than ¢. Moreover,
since T, does not contain uncountable chains, using that under Martin’s Axiom ¢ is a
regular cardinal we obtain that |T7| < c.

Now it is easy to prove the theorem using a result of Baumgartner, Malitz and Reinhardt
(see [6]) which states that assuming Martin’s Axiom every tree with cardinality < ¢
that does not contain w;-chains is Q-special. We have seen that T does not contain
uncountable chains and |T;| < ¢, hence it is Q-special (in particular R-special), so by
Proposition 3.3.6 we have L < |0, 1]i“61. By Theorem 3.2.13 this implies L < B;. [

3.4 New results

3.4.1 Countable products and gluing

In this section we will answer Questions 2.2, 2.5 and 3.10 from [19]. Concerning the last
question we would like to point out that in fact it has been already solved in [23].

Elekes [19] investigated several operations on collections of linearly ordered sets, and
asked whether the closure of a simple collection of orderings under these operations
coincide with the linearly ordered subsets of B;. We will first prove that the set of
linearly ordered subsets of B; is closed under the application of these operations.

Definition 3.4.1. Let L be a linearly ordered set and for every p € L fix a linearly
ordered set L,. Then the set {(p,q) : p € L,q € L,} ordered lexicographically (that is,
(p.q) <g (P',¢') if and only if p <z p" or p = p' and q <;, ¢') is called the gluing of the
L,’s along L.

Theorem 3.4.2. (1) Let {Lg: f < a} be a countable collection of linearly ordered sets
that are representable in By. Then the set H5<a L ordered lexicographically is also
representable.

(2) Suppose that L and every (Ly)per is representable in By. Then the gluing of L,’s
along L is also representable in By .
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NOTATION. Throughout this section if Z = (x,)a<¢ is a transfinite sequence of reals and
a,b € R we will abbreviate the sequence (ax, + b)o<¢ by aZ + b.

First we need a technical lemma.

Lemma 3.4.3. Suppose that L is a linearly ordered set and there exists an embedding
UL [0,1]Xg. Then there exists an embedding V' : L — [0, 1]¢ such that for every
p € L the length [(V'(p)) is an even ordinal.

Proof. 1t is easy to see that

—~

U(p)+5) 0 if [(¥(p)) is odd

1
2
$) 7370 ifI(U(p)) is even

U'(p) =

—N—

G G
S
=
+

is also order preserving and takes every point p € L to a sequence with even length. [J

Proof of Theorem 3.4.2. First we prove (1). The representability of Lg for every < «
by Theorem 3.2.13 imply that there exist embeddings ¥s : Lg — [0, 1]§‘61. Using
Lemma 3.4.3 we can suppose that for every 8 < a and p € Lg the length of Ws(p) is

even.

Fix now a sequence (yg)s<a € 0*[3,1]. For p = (ps)s<a € [I5e0 L5 let

_ —~ Ys — Y ~
U(p) = (T sl Vs(ps) +ys41)) "0,

where ~ 5., denotes concatenation of the sequences in type a.

We claim that ¥ is an embedding of (Hﬁm Lg, <jer) into ([0, 1]§‘61, Zaltlez)- 1t 18 easy

<w1

to see that for every p € [, Lg we have ¥(p) € [0, 1]

Now we prove that U is order preserving. Let p <., ¢ with p = (pg)s<a, ¢ = (¢3)p<a
and let 6 = §(p, q), then ps <p, ¢s. It is easy to see that

S(U(P), (@) = D U¥s(ps)) +8(s(ps), Us(as))-
B<é

In particular, since every length in the previous equation is even we get that the
S(U(p),¥(q)) and 6(Vs(ps), Vs(gs)) are of the same parity. Using this, ps <p, ¢s and
the fact that Wy is order preserving, we obtain that U (p) <uuier ¥(q), which finishes the
proof of (1).

(2) can be proved similarly. Fix an order preserving embedding ¥y : L — |0, 1]i°61

such that for every p € L we have that [(¥(p)) is even. For every p € L let us also fix
embeddings ¥, : L, < [0, 1]{7'. Then

1

W(p.a) = (5(Wolp)) + )~ (5(Ty(0) + ) "0

works. =
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Definition 3.4.4. Let L be a linearly ordered set. The set L x 2 ordered lexicographi-
cally is called the duplication of L.

Corollary 3.4.5. A linearly ordered set is representable in By then its duplication is
also representable.

The first part of Theorem 3.4.2 answers Question 2.5, while Corollary 3.4.5 answers
Question 2.2 from [19] affirmatively.

Now let us define the above mentioned operations on collections of linearly ordered sets.
Suppose that H is an arbitrary set of ordered sets.

Definition 3.4.6. Let a < w; be an ordinal, then
Ha:{[qCLaZLGH},

where L® is ordered lexicographically. Let us denote by H* the closure of H under the
operation H — H® for every a < wy.

Definition 3.4.7. S(H) denotes the closure of H under gluing.

It can be shown that such ‘H* and S(H) exist.

Suppose that every element of H is representable in ;. The first part of Theorem 3.4.2
clearly implies that every element of H*, while the second part yields that every element
of S(H) is representable in B;. So it is natural to ask the following:

Question 3.4.8. (Elekes, [19, Question 3.10.]) Does S({[0,1]* : a < wi})* or
S{[0,1]* : a« < w1 })* equal to the linearly ordered sets representable in By ?

To answer this question we need a property that is invariant under the above operations.

Definition 3.4.9. We say that a linearly ordered set L has property (*) if every un-
countable subset of L contains an uncountable subset order-isomorphic to a subset of R.

Proposition 3.4.10. Suppose that every L € H has property (*). Then (*) holds for
every element of H* and S(H) as well.

Proof. In order to prove that every element of H* has the required property it is enough
to prove that if @ < w; and L has property (*) then so does L.

We prove this by induction on «. Suppose that we are done for every § < « and let
L, C L* be uncountable.

Observe that if there exists an ordinal 3 < « such that Ly = {p € L° : (39)(p " q € L1)}
is uncountable then using that L, C L? and the inductive hypothesis we obtain that Lo
contains an uncountable real order type R,. Thus, there exists an R; C Ly such that
for every p € R, there exists a unique g so that p~ g € Ry. It is easy to see that since
L“ is ordered lexicographically we have that R; is an uncountable real order type in L,
(in fact it is isomorphic to Ry).
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So we can suppose that there is no such a .

If o is a successor then using the above observation for § = o — 1 we obtain that the set
{peL*':(3¢ge L)(p~ q€ L)} is countable. By the uncountability of L; there exists
ap € L1 such that the set {¢: p~ ¢ € L1} is uncountable. But this is a subset of L, so
by the assumption on L there exists an uncountable real order type R C {q:p" ¢ € L, }.
Then {p ~ ¢ : ¢ € R} is an uncountable real order type in L.

Suppose now that « is a limit ordinal. By the above observation for every f < « the
set {p € LP : (39)(p~ ¢ € Ly)} is countable. So there exist countable sets Dg C Ly with
the following property: whenever for a point p € L? there exists a g such that p~q € L,
then there exists a ¢’ such that p~ ¢’ € Dg. Let D = J,_, Dp, then D is a countable
set.

We claim that D is dense in Ly (equipped with the order topology). In order to prove
this let Z,y € L; such that (Z,y) N L; is non-empty. Choose a z € (Z,y) N L. Since «
is a limit there exists a f < « such that § > max{d(z, z),0(y,z)}. Then there exists
aw € Dg C D such that w|g = Z|g. But then clearly w € (z,y) N Ly N D. So D is
indeed dense. Consequently, L; contains an uncountable real order type (see [59, 3.2.
Corollary|). This proves that L® has property (*), so it is true for every element of H*.

In order to prove that every element of S(#H) has property (*) one can use similar ideas:
just use the above observation and the same argument as in the case of successor a. [

Now we are ready to answer Question 3.4.8. An Aronszajn line is an uncountable
linearly ordered set that does not contain w;, wi and uncountable sets isomorphic to
a subset of R. An Aronszajn line is called special if it has an R-special partition tree.
Special Aronszajn lines exist, see [59, Theorem 5.1, 5.2]. Notice that Proposition 3.3.6
immediately gives the following important corollary:

Corollary 3.4.11. If A is a special Aronszajn line then A — By.

This corollary was proved by Elekes and Steprans. Although it is not mentioned ex-
plicitly in the Elekes-Steprans paper, the embeddability of the Aronszajn line answers
the questions of Elekes negatively: on the one hand an Aronszajn line does not contain
uncountable real order types. On the other hand by Proposition 3.4.10 every element of
every collection of linear orderings obtainable from {[0, 1]} by the operations H — H*
or H — S(H) has property (*).

3.4.2 Completion

Now we will answer Question 2.7 from [19] negatively.
Theorem 3.4.12. There exists a linearly ordered set such that it is representable in By,

but none of its completions are representable.

Proof. Let L D |0, 1]i°61 be a completion of [0, 1]@"61, that is, a complete linear order
containing |0, 1]§“61 as a dense subset. If it was representable then by Corollary 3.4.5
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there would be an order preserving embedding W : L x 2 < [0, 1]{'. We will denote the

lexicographical ordering on L x2 by <2 and somewhat amblguously the lexicographical

ordering on [0, 1]<°61 X 2 by <uuerx2. Notice that <,erxo 18 the restriction of <o to

[0, TE x 2.

NOTATION. For each s € 0*[0,1] let .J; be the basic interval in [0, 1] x 2 assigned to

s, that is, the set {T € [0,1]J' : s C T} x 2. We will use the notation
I(s) = W(inf(Js)) and S(s) = W(sup(Js)). (3.4.1)

Notice that if L is complete then the set L x 2 ordered lexicographically is also a complete
linearly ordered set, hence I(s) and S(s) exist for every s € o*[0, 1].

Let us define a map ® : ¢*[0, 1] — [0, 1] as follows:
Definition 3.4.13. For s € ¢*[0, 1] let

0s = 6(1(s),5(s))
and

®(s) = max{I(s)(ds),S(s)(ds)}.

Let us also use the notation

¢(s) = min{I(s)(ds), S(s)(0s)}-

Notice that ® and ¢ are well defined, since for every s € %[0, 1] the interval .J; contains
at least two elements (one with last element 0 and another with 1), so I(s) and S(s)
must differ. From this we have for all s that

0 < o(s) < D(s). (3.4.2)

In the following lemma we collect the easy observations that will be needed in the proof
of the theorem.

Lemma 3.4.14. Let s,t,u € 0*[0,1] with s C t. Then
(1) 55 S 5t7
(2) (a) ©(s) = O(t),
(b) max{I(t)(d;), S(t)(0s)} < (s),
(8) if 6 < & then ®(t) < max{I(t)(4),S(t)(d)},
(4) if ©(s) = P(t) then o5 = oy,
(5) if r,q € [0,1] such thatt ~ r <gues t~ q then
(a) I(t 1|5 = s, =11 @ls, =St gl

s, = St~
(b) It~ 1)(8) < S(t ™ r)(6) < Tt~ q)(8) < St~ q)(8) if 6 is even,
(¢) It~ )(6) = S(t ™ r)(6) = It~ q)(6,) = S(t ™ q)(3y) if & is odd,
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(6) if t <aitiex u and § is an even ordinal such that I1(t)|s = S(t)|s = I(u)|s then

1(t)(6) < S(t)(0) < I(u)(9).
Proof. Js D J, so by the fact that W is order preserving we get

I(S> Saltlem I(t> Saltlem S(t) Saltlex S(S)

Therefore, by the definition of <., it is clear that 65 < &;, so we have (1).

Now we show part (b) of (2). It is easy to see from the definition of <y, that
for every T € [inf(Jy),sup(Js)] we have U(Z)(ds) € [¢(s),®(s)]. In particular, as
[inf(J;), sup(J;)] C [inf(Js),sup(Js)] we obtain

max{/(t)(d,), S(t)(0:)} € [¢(s), D(s)], (3.4.3)

which gives part (b). Since I(t) and S(t) are strictly decreasing sequences, using (1) we
have

1()(8) < 1(1)(5,) and S(1)(5) < S(1)(5.).
Hence, (3.4.3) yields that ®(t) < ®(s). Thus we have verified (2).

In order to see (3), use again that the sequences I(t) and S(t) are decreasing. Hence
from § < §; and the definition of §; we have (3):

O(t) = max{I(t)(d,), S(t)(01)} < max{(t)(d),S(t)(9)}-

In order to prove (4) using (1) it is enough to show that d; < ¢, implies ®(t) < $(s). If
ds < 0 then by the definition of J;, the fact that the sequences I(t) and S(t) are strictly
decreasing and (3.4.3), we obtain

O(t) = max{I()(d:), S(t)(dr)} < max{I(t)(ds),S(t)(ds)} < P(s),

which proves (4).
Now we prove (5). Notice that ¢t = r <gue, t ~ g implies that J,~  <auicex2 qu- Thus,

inf(J,~.) <pxe sup(J;~,) <pxe inf(J~) <pxo sup(J- ).
Consequently, by the fact that W is order preserving, we get
It 1) Zattiea St 1) Zattiea 1t @) Zattiea St q). (3.4.4)
From J~ | Jt“q C J; it is clear that
I(t) <attiea 1(t ™ 1) Zatttea St 1)

Saltlez I<t - Q) Saltlex S(t - Q) Saltlem S(t)

Thus, from the definition of §; we have

I()]s, = I~ )]s, = S r)ls, = 1t q)ls, = St @)ls, = ()]s,
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so this shows that (a) holds. Now using (a), the definition of <., and (3.4.4) we
obtain (b) and (c) of (5) as well.

The proof of (6) is similar to the previous argument: t <,e, w implies J; <pxo Ju,
consequently 1(t) <uuer S(t) <amree I(u). Since by assumption § is even and I(t)|s =

S(t)|s = I(u)|s, the definition of <., implies
I(t)(6) < S(t)(0) < I(u)(d).

The following lemma is the essence of our proof.

Lemma 3.4.15. There exists a C-increasing sequence {Sq ta<w, Such that s, € 0*[0,1],
[(sq) = a and

(V1 € $a)(P(sq) < T1). (*)
Proof. We define s, by induction on a.

Suppose that we have defined sz for § < a. Then by the inductive hypothesis for every
B < a we have
(Vr € sg)(P(sp) < ). (3.4.5)

Now we define s, for limit and successor a’s separately.
a IS A LIMIT. Let s, = Uﬂm sg. If r € s, is arbitrary then r € sg for some 8 < a.
Notice that part (a) of (2) of Lemma 3.4.14 and (3.4.5) imply

(s C sq and r € s3) = P(s,) < P(s5) < 7.

Hence, using sg C s, we obtain ®(s,) < r so s, satisfies requirement (*).
« IS A SUCCESSOR. Let a = 3+ 1.

Our aim is to find a real x such that
sg x€0'0,1] and P(spg ) < . (3.4.6)

Clearly, this ensures that s, = sz~ z satisfies (*).

Notice that (3.4.5) yields
S a @(Sﬁ) €o* [O, 1]. (347)

Now we have to separate two cases.

First, suppose that

O(sp "~ D(sp)) < B(sp)-
Let x = ®(sp). It is clear that z satisfies (3.4.6) by induction, so s, = sz~ x is a suitable
choice for (*).
Second, suppose that ®(sz ~ ®(s3)) > P(sg). Since sz C sg~ P(sz), by part (a) of (2)
of Lemma 3.4.14 we have ®(sg ~ ®(s5)) < $(sp), so in fact

B(s5 " D(s5)) = D(s5). (3.4.8)
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Moreover, by (4) of Lemma 3.4.14 we obtain that (3.4.8) implies

— 4, (3.4.9)

533/\@(55) B*

In order to find an x that satisfies (3.4.6) we will distinguish 3 cases according to the
parity of 3 and Js,.

Case 1.  and d,, have the same parity.
By (3.4.2) we can choose an

z € (dss ™ B(sp)), Pss ~ B(sp))) = (¢(sp ™ (sp)), D(sp)) (3.4.10)

where the equality holds because of (3.4.8).

We claim that = has property (3.4.6). Clearly, x < ®(sg) and therefore by (3.4.5) we
have s~ x € ¢*[0, 1], hence the first part of (3.4.6) holds. Now we can use (5) of Lemma
3.4.14 (part (b) with t = sg, 7 = 2, ¢ = ®(sp) if J,, and 3 are even and part (c) with
t =sg, 7 = ®(sp), ¢ = x if they are odd) and we obtain

max{I(sg ~ x)(ds,), S(s5 "~ 2)(dsy)} <

min{/(ss "~ (s5))(0s,), S(s5~ P(s))(0s5)} = D55~ P(sp)) <, (3.4.11)

where the equality follows from the definition of ¢ and (3.4.9) and the last inequality
follows from (3.4.10).

By (1) of Lemma 3.4.14 we have d,, < 5552: and (3) of Lemma 3.4.14 implies
B(s5 ) < max{I(s5 ™ 2)(35,), (55~ )(60,)}

Combining this inequality with (3.4.11) we obtain that the second part of (3.4.6) holds
for x. So s, = sg ~ x satisfies (*), hence we are done with the first case.

Case 2. (3 is even and d,, is odd.
Then clearly, by (3.4.8), (3.4.9) and the odd parity of d,

D(sp) = (s~ P(sp)) =

max{l(ss ~ P(s5))(0,,~p(s,)) 555~ P55)) (0, ~p(sy))) =

max{I(sg~ P(s5))(ds,), S(s5~ P(s5))(ds,)} = L(55~ D(s58))(ds5)-
Thus,
D(sp) = 1(sg~ P(s3))(dss)- (3.4.12)
Let z < ®(sp) be arbitrary. Clearly, by the parity of 8 we get s5 ™~ 2z <wter S5~ P(S5).

Hence, using part (c) of (5) of Lemma 3.4.14 with ¢t = sg, r = z and ¢ = D(sp) we
obtain

s9) = 1(s5 7 (s5))(0s5) = S(sp ™ B(55))(0s,)-  (34.13)
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Now, part (b) of (2) of Lemma 3.4.14 applied to sg and sz ~ z yields
max{/(sg ~ 2)(ds;),S(s5 "~ 2)(ds5)} < P(8p). (3.4.14)
Comparing this inequality with (3.4.13) and (3.4.12) we have
I(s5 ™ 2)(84,) = (5~ 2)(6s,) = L5~ ®(s5))(65,). (3415)

Therefore, as by (1) of Lemma 3.4.14 5Sﬁﬂz > 05,, we obtain that

5ﬁ7
for every z < ®(sp) we have 5SBAZ > 0, + 1. (3.4.16)

Notice that (a) of (5) of Lemma 3.4.14 applied to sz~ z and sz~ ®(sg) and (3.4.9) imply
that

)

I(sp ™ 2) 5

= S(ss " 2)

o =17 P(sp))ls,, = S(s5 ™ D(sp))

Now the even parity of ds, +1, 55 2 <aiiez S5~ P(53), (3.4.15) and (3.4.17) show that
(6) of Lemma 3.4.14 can be applied for t = s~ z and u = sg ~ ®(sg) and § = d,, + 1.
This yields for every z < ®(sg) that

max{I(s5 ™ 2)(8,, +1), (s~ 2)(0,, + 1)} <

<I(sg™ P(sp))(0s, +1) <I(sg™ P(s5))(ds,) = P(sp), (3.4.18)

where the last inequality follows from the fact that I(sz ~ ®(sg)) is strictly decreasing
and the equality comes from (3.4.12). So by equations (3.4.16), (3.4.18) and (3) of
Lemma 3.4.14 for an x € (I(sg ~ ®(s))(ds, + 1), P(s5)) we obtain

P(sp ~x) <max{I(sg x)(ds; +1),S(s5 " x)(ds; + 1)}

< I(sp ™ P(sp))(0s; +1) <.

Thus, the second part of (3.4.6) holds for z. The first part is clear from = < ®(sz) and
(3.4.5), hence s, = sz~ x is an appropriate choice for (*).

5 by (3.4.17)

Case 3. (3 is odd and ¢, is even.

Then sz has a least element min sg, and by induction and (3.4.8) minsg > ®(sg) =
O(sg~ P(sp)). Now let x € (P(sg), minsg). Then we have sg — x € 0*[0, 1], so the first
part of (3.4.6) holds. Since f is odd, we have sz~ & <uex S5~ P(sp). Therefore, from
the fact that d,, is even using part (b) of (5) of Lemma 3.4.14 it follows that

I(spg ™ x)(0s,) < S(sp ™ 2)(0s5) < S(s5 ™~ P(58))(0s,)
< D(sp ™~ D(sp)) = P(sp) < x, (3.4.19)
where the last < uses (3.4.9) while the equality comes from (3.4.8). Hence, using (1) of
Lemma 3.4.14 we get 586573 > 05, 50 by (3) of Lemma 3.4.14 and (3.4.19) we obtain
P(sp ~x) <max{I(sp~ 1)(0s,),S(s5 " x)(dsy)} < 1,
thus, again x satisfies the second part of (3.4.6) so s, = sg~ « is a good choice for (*).

Thus, in any case we can carry out the induction. O]
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In order to prove the theorem just notice that Lemma 3.4.15 gives an w;-long C-
increasing sequence of elements in ¢*[0,1]. But then (J,_, so would be an w;-long
decreasing sequence of reals, which is a contradiction. Therefore no completion of
([0, 1]%61, <attez) can be embedded into itself. This finishes the proof of the theorem. [

Remark 3.4.16. Let C' be the following set:
T xe  0:7€0%0,1],€ is even, I(T) =& + 1, ¢ # 0}.

The ordering <., extends to the set C' U [0, 1]§“51 naturally and it is not hard to
show that this ordering is complete. By Theorem 3.4.12 this is not representable in
B;. However, one can show that this ordering does not contain wy, wj and Suslin lines.
Thus, we obtain another proof of [23, Theorem 4.1].

3.5 Proof of Proposition 3.2.5

Proposition 3.2.5. ([42]) Let X be a Polish space and f € bB; (X). Then ®(f) is
defined, ®(f) € o*bUSC* and we have

(1) f=2hea(=1)"fp + (=1)%ga for every a <&,
(2) fe=0,
(3) f:ZZKg(_l)afoc-

Proof. First we show that ®(f) is defined and ®(f) € o*bUSC™. In order to prove this,
we will show the following lemma.

Lemma 3.5.1. The functions g, and f. (assigned to f in Definition 3.2.4) are bounded
nonnegative and the sequence (f,) is decreasing.

Proof. 1t follows trivially from the definition of the upper regularisation that if ¢ is an
arbitrary function then

g is bounded = 7 exists, bounded and g >, g. (3.5.1)

Now we prove the statement of the lemma by induction on a. If @ = 0 then go = f and
fo = [, hence from f € bB; (X) and (3.5.1) clearly follows that gy and fy are bounded
nonnegative functions.

If o is a successor then by definition g, = o1 — ga_1 0 by the second part of (3.5.1)
we have g, >, 0. Moreover, since g,-1 is bounded g,—; is also bounded. Thus, g,
is the difference of two bounded functions, therefore it is also bounded. Therefore, by
(3.5.1) f, exists (notice that we have defined the upper regularisation only for bounded
functions) and also bounded and nonnegative.
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Now we show that the sequence (f,) is decreasing. By the nonnegativity of g, 1 we
have fa—l — Ja-1 Sp fa—lu S0

—

fa = fa—l — GJa-1 Sp fa—l - fa—l-
For limit o« we have
go = inf{gs : B < a and S is even}, (3.5.2)

so clearly g, >, 0 and g, is bounded. Hence using again (3.5.1) we obtain that f, is
bounded and nonnegative.

Now for every 8 we have gg <, fg. Therefore, if 8 is an even ordinal and § < « then
by (3.5.2) we have

Ja Sp 9gs Sp f57

SO fo = Ga <p fg = fz. But if § is odd, then 8+ 1 is even and 4+ 1 < a. Using
(3.5.2) we obtain g, <, gs+1 hence by the definition of f, and fz;1 and the inductive
hypothesis we have f, <, fs+1 <, fz. This finishes the proof of the lemma. O

Clearly, by the definition of upper regularisation, the functions f, are upper semicon-
tinuous. Therefore, by Lemma 3.5.1 we obtain that (f,) is a decreasing sequence of
nonnegative USC functions, so it must stabilise from some countable ordinal ¢ ([44] or
Lemma 3.2.7). Therefore, for every function in f € bBB; (X) we have that ®(f) is defined
and ®(f) € o*bUSCT(X).

Now we need the following lemma.

Lemma 3.5.2. Let (fo)a<e € 0*USCT. Then " _.(—1)*f, is a Baire class 1 function.

a<é

Proof. We prove the lemma by induction on &.

First, if € is a successor just use that Baire class 1 functions are closed under addition
and subtraction.

Second, if £ is a limit, by definition of the alternating sums we have that
ZZ<£(—1)O‘fa = sup{zgm(—l)ﬁfg ra < &« even}.
For even a0 < £ we have
E;<o¢(_]‘)ﬁf/@ = E;<a+1(_1)ﬁfﬁ - fa~ (*)
Again, for even «
Z;<a(_1>ﬁf5 + fa - fa+1 = Z;<a+2(_1>ﬁf5

50 since the sequence (fa)a<e is decreasing the sequence (375 (=1)? f)a even is increas-
ing. Similarly, the sequence (Z;<a+1(—1)ﬁf5)a even 18 decreasing. Notice that if (rg)s<q
and (ts)s<q are decreasing transfinite sequences of nonnegative reals such that rz — t3
is increasing, then

sup{rg —ts: B < a} =inf{rs: B < a} —inf{ts : f < a}.
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Therefore, applying (x) and these facts we have
sup{22<a(—1)ﬂf5 ra < € even} =

inf{zgmﬂ(—l)ﬁfﬁ ca < even} —inf{f, : a < even}.

The infimum of USC functions is also USC, hence the right-hand side of the equation is
the difference of the infimum of a countable family of Baire class 1 functions and a USC
function. Therefore, sup{}_5_,(—=1)"fs : @ < & even} is the infimum of a countable
family of Baire class 1 functions. Moreover, by the inductive hypothesis, this function is
also the supremum of a countable family of Baire class 1 functions. Now, using the fact
that a function is Baire class 1 if and only if the preimage of every open set is $9(X) it
is easy to see that if a function h is the infimum of a countable family of Baire class 1
functions then for every a € R we have that h™!((—o0, a)) is in X9(X). Similarly, if / is
the supremum of a countable family of Baire class 1 functions then the sets h=!((a, o))
are also in X9(X). But this implies that a function that is both an infimum and a
supremum of countable families of Baire class 1 functions is also Baire class 1.

So, as an infimum and supremum of countable families of Baire class 1 functions, the
function sup{}_5_,(=1)°fs : @ < § even} is also a Baire class 1 function, which com-
pletes the inductive proof. O]

Now we prove (1) of the Proposition by induction on a.

For a = 0 this is clear. If « is a successor, then g, 1 = fo_1 — ga, SO
f = Zﬁ<a—1(_1)ﬁfﬁ + (_1)a_lga—1 -

Yot (“12 f5 4+ (— 1) (fart = o) = Dhea(=1)7f5 + (=1)%ga.

For limit o notice that we have by induction for every even § < «
= Ev<6(_1)’yf'y + 9gp-

Then, using that the sequence (f5)s<q is decreasing, the sequence (Ei <5(=1)7£1)5 even
is increasing, so (gs)s even 1S decreasing as their sum is constant f.

Notice that if (rg)s<q is an increasing and (f3)s<q is a decreasing transfinite sequence
of nonnegative reals such that r3 4t = ¢ is constant, then

c=sup{rg+itg: <a}=sup{rg: < a}l+inf{ts: 5 < a}.

So
f= sup <Ei<g(—1)7f7+95> =

B even,f<a

sup D cp(~1)fy il g5 = Dol =1)"fy + g

B even,B<a even,f<a

where the last equality follows from the definition of Y75 _ (—=1)" f3 and ga.
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This proves the induction hypothesis, so we have (1).

After rearranging the equality in (1) we have that
(_1)a+19a = Z;<a(_1)ﬁfﬂ - f.

By Lemma 3.5.2 we have that the sum on the right-hand side of the equation is a Baire
class 1 function, therefore g, is also Baire class 1. We have that f.y; = f¢ so by

Definition 3.2.4 we have g — g¢ = g¢. Hence in order to prove (2) it is enough to show
the following claim.

Claim. If g is a nonnegative, bounded Baire class 1 function such that g =g — g then
g=0.

Proof of the Claim. Suppose the contrary. Then there exists an ¢ > 0 such that {z :
g(x) >e} #0. Let K ={x: g(x) > e}. Since g is a Baire class 1 function we have that
there exists an open set V' such that

e>osc(g, KNV) (= sup |g(x)—g(y)])
z,ye KNV

and K NV is not empty (see [40, 24.15]).

The function limsup, ,, g(y) (here in the limsup we do not exclude those sequences
which contain z) is USC. Therefore, by definition g <, limsup g. Hence letting h = g—g
we have that

h <, limsup(g) — g. (3.5.3)

Now, we claim that
(limsup(g) — g)lvrr < e. (3.5.4)

Suppose the contrary. Then there exists an z € V' N K such that (limsup, ,, g(z)) —
g(x) > e. Consequently, there exists a sequence y, — z, such that lim, . g(y,) >
g(x)+e. Using the nonnegativity of g and the fact that g|x. < e we get that y, € KNV
except for finitely many n’s. But then osc(g, K N V) > &, a contradiction. So we have
(3.5.4) and using (3.5.3) we obtain

h’VﬂK S e. (355)

Observe now that if for a bounded function f and an open set U we have that f|y < e,
then f|y < e (clearly, if |f| < K then the function K - xye + € - xp is an USC upper
bound of f).

By the above observation used for g on K¢ we have that g|g. < ¢, in particular from
h =49 — g <, g we obtain that h|x. < e. Then from (3.5.5) we get h|y < e. So finally,

using the above observation for h and V' we obtain hly < e.

The set {z : g(z) > €} is dense in K, hence there exists an xyp € VN {z : g(z) > €}.
On the one hand g(zg) > g(xg) > ¢, on the other by x € V we get h(zg) < e. This
contradicts the assumption that g = h. O
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So we have proved (2) of Proposition 3.2.5.

(3) easily follows from Lemma 3.5.1, (1), (2) since 0 < g¢ < fe = 0. This finishes the
proof of the proposition. O

3.6 Open problems

Probably the most natural and intriguing problem is the following. Recall that the ath
level of the Baire hierarchy in a space X is denoted by B,(X). Unless stated otherwise,
X is an uncountable Polish space.

Problem 3.6.1. Let 2 < o < wy. Characterise the order types of the linearly ordered
subsets of Bn(X). For instance, does there exist a (simple) universal linearly ordered
set for Bo(X)? And how about the class of Borel measurable functions Ua<, Ba(X)?

We remark here that Komjath [43] proved that under the Continuum Hypothesis every
ordered set of cardinality at most ¢ can be represented in By(X) (hence in B, (X) for
any « > 2 as well). Nevertheless, a ZFC' result would be very interesting and in light
of our solution to Laczkovich’s problem now it seems conceivable that one can construct
relatively simple universal linearly ordered sets in these cases as well. As a first step in
this direction it would be interesting to see if the result of Kechris and Louveau can be
generalised to B, (X). Actually, closely related results from this paper can be generalised
from the Baire class 1 case to the Baire class «, as we will see in Chapter 4.

Let (Ly)new and L be linearly ordered sets. We say that L is a blend of (Ly)new if L can
be partitioned to pairwise disjoint subsets (L, ),e, such that L, is order isomorphic to
L, for every n. Elekes [19] proved that if the duplication and completion of every rep-
resentable ordering was representable then countable blends of representable orderings
would also be representable. As we have seen (Theorem 3.4.12), the second condition
of this theorem fails, hence it is quite natural to ask the following.

Problem 3.6.2. Suppose that the linearly ordered sets L, are representable in Bi(X)
and L is a blend of (Ly)new- Does it follow that L is also representable in By(X)?

We would expect a negative answer using similar ideas and techniques as in the proof
of Theorem 3.4.12.

Elekes and Kunen [21] investigated Problem 3.0.1 in general, for non-Polish X. This
raises the next question:

Problem 3.6.3. Let X be a topological space (e. g. a separable metric space). Charac-
terise the order types of the linearly ordered subsets of By(X). For instance, does there
exist a (simple) universal linearly ordered set for By(X)?

We believe that an affirmative answer might be useful in answering Question 3.6.1 using
topology refinements.
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The next problem concerns characterising all the subposets of our function spaces instead
of only the linearly ordered ones. For example, it is not hard to check that F(X) =
C([0,1]) contains an isomorphic copy of a poset P iff (P(w), ) does.

Problem 3.6.4. Characterise, up to poset-isomorphism, the subsets of Bi(X). Does
there exist a simple, informative universal poset? For instance, is AY(X) or USCTG (X)
universal?

Here USCS(! is defined analogously to [0, 1)< and is ordered by the natural modifi-
cation of <ge,. Notice that our method of proving that (Bi(X),<,) < (AJ(X), Q)
does not give a poset isomorphism between B;(X) and its image. In fact, the image is
linearly ordered. Unfortunately, it can be easily seen that even the Kechris-Louveau-
type embedding B;(X) — bU SC§°61, that is, assigning to every Baire class 1 function
its canonical resolution as a sum is not a poset isomorphism.

At first sight Laczkovich’s problem seems to be closely related to the theory of Rosenthal
compacta [27].

Problem 3.6.5. Explore the connection between the topic of our paper and the theory
of Rosenthal compacta.



Chapter 4

Ranks on the Baire class £ functions

A fundamental tool in the analysis of Baire class 1 functions is the theory of ranks, that
is, maps assigning countable ordinals to Baire class 1 functions, typically measuring their
complexity. In their seminal paper [42], Kechris and Louveau systematically investigated
three very important ranks on the Baire class 1 functions. One can easily see that the
theory has no straightforward generalisation to the case of Baire class £ functions.

Hence the following very natural but somewhat vague question arises.

Question 4.0.1. Is there a natural extension of the theory of Kechris and Louveau to
the case of Baire class & functions?

There is actually a very concrete version of this question that was raised by Elekes and
Laczkovich in [22]. In order to be able to formulate this we need some preparation. For
0,0 < wy let us define the relation § < ¢ if @/ < W = 0§ < W" for every 1 < n < w;
(we use ordinal exponentiation here). Note that 6 < 6" implies § < ', while § < ¢,
0’ > 0 implies § < 0" - w. We will also use the notation § ~ ¢ if § < ¢ and ' < 6. Then
~ is an equivalence relation. Define the translation map 7; : R — R by Ty(z) = = + ¢
for every x € R.

Question 4.0.2. (/22, Question 6.7]) Is there a map p : B¢(R) — wy such that

e p is unbounded in wy, moreover, for every non-empty perfect set P C R and ordinal
¢ <w; there is a function f € Be(R) such that f is 0 outside of P and p(f) > ¢,

o p is translation-invariant, i.e., p(f o Ty) = p(f) for every f € B¢(R) and t € R,

e p is essentially linear, i.e., p(cf) = p(f) and p(f+g) < max{p(f),p(g)} for every
f,9 € Be(R) and ¢ € R\ {0},

o o(f-xr) S p(f) for every closed set FF C R and f € Be(R)?

The problem is not formulated in this exact form in [22], but a careful examination of the
proofs there reveals that this is what they need for their results to go through. Actually,
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there are numerous equivalent formulations, for example we may simply replace < by <
(indeed, just replace p satisfying the above properties by p/(f) = min{w” : p(f) < w"}).
However, it turns out, as it was already also the case in [42], that < is more natural
here.

The original motivation of Elekes and Laczkovich came from the theory of paradoxical
geometric decompositions (like the Banach-Tarski paradox, Tarski’s problem of circling
the square, etc.). It has turned out that the solvability of certain systems of difference
equations plays a key role in this theory.

Definition 4.0.3. Let R® denote the set of functions from R to R. A difference operator
is a mapping D : R® — RF of the form

(Df)(z) = Z%‘f(m + b;),

where q; and b; are fixed real numbers.

Definition 4.0.4. A difference equation is a functional equation

Df =y,
where D is a difference operator, g is a given function and f is the unknown.

Definition 4.0.5. A system of difference equations is
where [ is an arbitrary set of indices.

It is not very hard to show that a system of difference equations is solvable iff every finite
subsystem is solvable. But if we are interested in continuous solutions then this result
is no longer true. However, if every countable subsystem of a system has a continuous
solution the the whole system has a continuous solution as well. This motivates the
following definition, which has turned out to be a very useful tool for finding necessary
conditions for the existence of certain solutions.

Definition 4.0.6. Let 7 C R® be a class of real functions. The solvability cardinal
of F is the minimal cardinal sc(F) with the property that if every subsystem of size
less than sc(F) of a system of difference equations has a solution in F then the whole
system has a solution in F.

It was shown in [22| that the behaviour of sc(F) is rather erratic. For ex-
ample, sc(polynomials) = 3 but sc(trigonometric polynomials) = w, sc({f

f is continuous}) = w; but sc({f : fis Darboux}) = (2*)F, and sc(R¥) = w.

It is also proved in their paper that we < sc({f : f is Borel}) < (2¢)*, therefore if
we assume the Continuum Hypothesis then se({f : f is Borel}) = ws. Moreover, they
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obtained that sc(Be) < (2¥)" for every 2 < & < wy, and asked if wy < sc(B¢). They
noted that a positive answer to Question 4.0.2 would yield a positive answer here.

For more information on the connection between ranks, solvability cardinals, systems of
difference equations, liftings, and paradoxical decompositions consult [22], [48], [47] and
the references therein.

In order to be able to answer the above questions we need to address one more problem
that has already appeared in Chapter 3, where we used another part of the work of
Kechris and Louveau. As we have mentioned before, Kechris and Louveau have only
worked out their theory in compact metric spaces, while it is really essential for our
purposes to be able to apply the results in arbitrary Polish spaces.

Question 4.0.7. Does the theory of Kechris and Louveau generalise from compact met-
ric spaces to arbitrary Polish spaces?

Now we describe our results and say a few words about the organisation of the chapter.
First we review the results of Kechris and Louveau in quite some detail in Section 4.2,
and also answer Question 4.0.7 in the affirmative. Most of the results in this section
are not considered to be new, we only have to check that the proofs in [42] work in
non-compact Polish spaces as well. A notable exception is Theorem 4.2.35 stating that
the three ranks essentially coincide for bounded Baire class 1 functions, since our highly
non-trivial proof for the case of general Polish spaces required completely new ideas.
Next, in Section 4.3, we propose numerous very natural ranks on the Baire class &
functions that surprisingly turn out to be bounded in w;! Then we answer Question
4.0.1 and Question 4.0.2 in the affirmative in Section 4.4. We actually define four ranks
on every Be, but two of these turn out to be essentially equal, and the resulting three
ranks are very good analogues of the original ranks of Kechris and Louveau. We are
able to generalise most of their results to these new ranks. As a corollary, we also obtain
that wy < sc(Bg), and hence if we assume the Continuum Hypothesis then sc(Be) = ws
for every 2 < & < wy.

In Section 4.5 we prove that if a rank has certain natural properties then it coincides
with «, 8 and v on the bounded Baire class 1 functions. We also indicate how one might
generalise this to the bounded Baire class & case.

Finally, we collect the open questions in Section 4.6.

4.1 Preliminaries

Throughout the chapter, let (X, 7) be an uncountable Polish space.

If 7/ is a topology on X then we denote the family of real valued functions defined on X
that are of Baire class £ with respect to 7 by Be(7'). In particular, Be(X) = Be(7). f Y
is another Polish space (whose topology is clear from the context) then we also use the
notation Be(Y') for the family of Baire class ¢ functions defined on Y. Similarly, £¢(7')
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and Eg(Y) are both the set of 22 subsets, with respect to 7/, and in Y, respectively.
We use the analogous notations for all the other pointclasses.

If H is a family of sets then
Mo ={|JHn:H, €M} and Hs = { (| H,: H, € H}. (4.1.1)

neN neN

Recall that for 0,0 < w; we write < 0" if ¢/ < W = 0 < W" for every 1 <17 < w;
(we use ordinal exponentiation here). Note that § < ¢ implies § < ¢ and § < 0,6 > 0
implies 0 < ¢ - w. We write § = ¢ if 0 < 0" and 0 < 0. Then ~ is an equivalence
relation. For every ordinal € we have 20 < 6 4+ w, and since w” is a limit ordinal for
every n > 1 we obtain that 20 =~ 6 for every ordinal 6.

A rank p : Be — wy is called additive if p(f+g) < max{p(f), p(g)} for every f,g € Be. It
is called linear if it is additive and p(cf) = p(f) for every f € Be and ¢ € R\{0}. If X is a
Polish group then the left and right translation operators are defined as L,,(z) = x¢ -
(r € X) and Ry(z) = - 20 (x € X). Arank p : Be — w is called translation-
invariant if p(f o L)) = p(f o Ry) = p(f) for every f € B and zy € X. We say
that it is essentially additive, essentially linear, and essentially translation-invariant
if the corresponding inequalities and equations hold with < and ~. Moreover, p is
additive, essentially additive etc. for bounded functions, if the corresponding relations
hold whenever f and g are bounded.

Let (F))n<x be a (not necessarily strictly) decreasing sequence of sets. Let us assume

that F, = X and that the sequence is continuous, that is, F,, =), < Fo for every limit

n and if A is a limit then (), _, F5, = 0. We also use the convention that F,, = 0 if n > \.

We say that a set H is the transfinite difference of (Fy)p<x if H =J per (F \ Fy1)- It
n even

is well-known that a set is in Ag 4 iff it is a transfinite difference of Hg sets see e.g. [40,
22.27]. We have to point out here that the monograph [40| does not assume that the
decreasing sequences are continuous, but when proving that every set in Ag 41 has a
representation as a transfinite difference they actually construct continuous sequences,
hence this issue causes no difficulty here.

The set of sequences of length & whose terms are elements of the set {0,...,n — 1} is
denoted by n*. For s € n* we denote the i-th term of s by s(i). If I € {0,...,n — 1}
then s denotes the sequence in n*+! whose first k& terms agree with those of s and
whose k + 1st term is [.

4.2 Ranks on the Baire class 1 functions without com-
pactness

In this section we summarise some results concerning ranks on the Baire class 1 functions,
following the work of Kechris and Louveau. We do not consider the results in this section
as original, we basically just carefully check that the results of Kechris and Louveau hold
without the assumption of compactness of X. This is inevitable, since they assumed
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compactness throughout their paper but we will need these results in Section 4.4 for
arbitrary Polish spaces.

A notable exception is Theorem 4.2.35 stating that the three ranks essentially coincide
for bounded Baire class 1 functions. Since our highly non-trivial proof for the case of
general Polish spaces required completely new ideas, we consider this result as original
in the non-compact case.

The definitions of the ranks will use the notion of a derivative operation.

Definition 4.2.1. A derivative on the closed subsets of X is a map D : TTV(X) — IT{(X)
such that D(A) C A and A C B = D(A) C D(B) for every A, B € TI}(X).

Definition 4.2.2. For a derivative D we define the iterated derivatives of the closed set
F as follows:
D°(F)=F,
D"™(F) = D(D"(F)),
D"(F) = (| D’(F) if n is a limit.

0<n

Definition 4.2.3. Let D be a derivative. The rank of D is the smallest ordinal 7, such
that D"(X) = 0, if such ordinal exists, w; otherwise. We denote the rank of D by
rank(D).

Remark 4.2.4. In all our applications D satisfies D(F') C F for every non-empty closed
set I, and since in a Polish space there is no strictly decreasing sequence of closed sets
of length w; (see e.g. [40, 6.9]), the rank of a derivative is always a countable ordinal.

Proposition 4.2.5. If the derivatives Dy and Dy satisfy D1(F) C Dy(F') for every
closed subset F' C X then rank(D;) < rank(D,).

Proof. Tt is enough to prove that D}(X) C DJ(X) for every ordinal n. We prove this
by transfinite induction on 7. For n = 0 this is obvious, since D{(X) = DY(X) = X.
Now suppose this holds for n and we prove it for n + 1. Since D}(X) C DJ(X) and
D, is a derivative, we have D;(D7(X)) C D;(D3(X)). Using this observation and the
condition of the proposition for the closed set DJ(X), we have D7 (X) = Dy (D(X)) C
Di(D3(X)) € Dy(D3(X)) = DF(X).

For limit 7 the claim is an easy consequence of the continuity of the sequences, hence
the proof is complete. O

Proposition 4.2.6. Let n > 1 and let D, Dy,...,D,_1 be derivative operations on
the closed subsets of X. Suppose that they satisfy the following conditions for arbitrary
closed sets F' and F':

D(F) C UDk(F), (4.2.1)

D(FUF') C D(F)U D(F"). (4.2.2)
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Then for these derivatives

rank(D) < maxrank(Dy). (4.2.3)

k<n

Proof. We will prove by induction on 7 that

D¥"(F) C U DY (F) (4.2.4)

for every closed set F'. It is easy to see that proving (4.2.4) is enough, since if 7 is an
ordinal satisfying rank(Dy) < w" for every k < n then we have rank(D) < w”.

Now we prove (4.2.4). The case n = 0 is exactly (4.2.1). For limit n the statement is
obvious, since the sequences are decreasing and continuous. Hence, it remains to prove
(4.2.4) for n 4 1 if it holds for n. For this it is enough to show that for every m € w

D) | D), (4.2.5)

indeed,

- e () ([oee).

mew mew

hence € D*""'(F) implies that without loss of generality z € Dg"™(F) for in-

finitely many m, but the sequence Dg" ™ (F) is decreasing, hence = € (,,., D§" ™ (F) =
D" (F).
Now we prove (4.2.5). Let Fy = F', and for m € N, s € n™ and k < n let
Fon, = DY (Fy).
It is enough that for m > 1
p"™(F)C | F. (4.2.6)

senm

since it is easy to see that

U F, C UU{F sen™ and |{i:s(i) =k} >m},
yielding (4.2.5), as
U{FS csen™"and |{i:s(i) = k}| >m} C DY(F).

It remains to prove (4.2.6) by induction on m. For m = 1, this is only the induction
hypothesis of (4.2.4) for n. By supposing (4.2.6) for m, we have

D" (F) = D (D" (F)) € D ( U F)

sen™
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cUnprryc | F

senm senm+l

where we used (4.2.2) w” many times for the second containment, and for the last one
we used the induction hypothesis, that is (4.2.4) for n. This finishes the proof. O

4.2.1 The separation rank

This rank was first introduced by Bourgain [9].

Definition 4.2.7. Let A and B be two subsets of X. We associate a derivative with
them by

Dap(F)=FNANFNB. (4.2.7)

It is easy to see that Dy p(F) is closed, D p(F) C F and Dy g(F) C Dy g(F’) for every
pair of sets A and B and every pair of closed sets F' C F’, hence Dy p is a derivative.
We use the notation a(A, B) = rank(Dy p).

Definition 4.2.8. The separation rank of a Baire class 1 function f is defined as

o(f) = swp a({f <phAS > a}) (428)
p,q€Q

Remark 4.2.9. Actually,
alf) = sw a({f <=} Af 2 y}),

z,yeER

since if x < p < ¢ <y then a({f <z}, {f > y}) < a{f <p},{f > ¢}), since any set
H € AY(X) separating the level sets {f < p} and {f > ¢} also separates {f < z} and

{f =z v}
Proposition 4.2.10. If f is a Baire class 1 function then o(f) < wy.

Proof. From the definition of the rank and Remark 4.2.4 it is enough to prove that for
any pair of rational numbers p < ¢ and non-empty closed set F' C X, Dy p(F) C F,
where A = {f < p} and B = {f > ¢}. Since f is of Baire class 1, it has a point of
continuity restricted to F', hence A and B cannot be both dense in F. Consequently,
Dyp(F)=FNANEFNB C F, proving the proposition. ]

Next we prove that a(A, B) < w; iff A and B can be separated by a transfinite difference
of closed sets.

Definition 4.2.11. If the sets A and B can be separated by a transfinite difference of
closed sets then let (A, B) denote the length of the shortest such sequence, otherwise
let a1 (A, B) = wy. We define the modified separation rank of a Baire class 1 function f
as
on(f) = sup ea({f < ph{f = 0}). (4.2.9)
p<q

P,q€Q
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Proposition 4.2.12. Let A and B two subsets of X. Then
a(A, B) < ay(A, B) <2a(A, B), hence a(A, B) = ay(A, B).

Proof. For the first inequality we can assume that «;(A, B) < wy, so A and B can be
separated by a transfinite difference of closed sets. Let (F,),<\ be such a sequence,
where A = a(A, B). Now we have

Ac | B\ Fp) C B

n<A
7 even

It is enough to prove that D} 5(X) C F, for every 5. We prove this by induction. For
1 = 0 this is obvious, since DY 5(X) = Fy = X.

Now suppose that DY z(X) C F,. We show that D}'3(X) = D} z(X)NAnN
D) 5(X) N B C Fyyq. If i is even then

DZX,B(X)\FW-H c Fn\FTH-l c B,

hence DZ"B(X) N B C F,41. Since F,y is closed, we obtain DZ,B(X) NB C Fy,
hence DZ}E C Fy41. If nis odd then F),\ F, 4, is disjoint from | y<x (F, \ Fy+1), hence

7 even

F,\F,+1 C A°, and an argument analogous to the above one yields DZ,B (X)NACF,,
hence DZ;’FI C Fi1.

If 1 is limit and D (X) C Fy for every § < nthen DY 5(X) C F, because the sequences
D’} 5(X) and F, are continuous.

For the second inequality we suppose that a(A, B) < wy, that is, the sequence D7} 5(X)
terminates at the empty set at some countable ordinal. Let

Fyy = DZ,B(X)v Fopr = DZ&,B(X) nB.

Clearly, Fy = X and F, O Fj,q; for every 7. It is easily seen from the definition
of DZE (X) that Fb,yy 2 Fyypp for every 1. Moreover, the sequence Iy, = DY 5(X)
is continuous. This implies that the sequence formed by the F}’s is decreasing and
continuous.

Now we show that the transfinite difference of this sequence separates A and B.

Every ring of the form F5, \ Fy,11 is disjoint from B, so we only need to prove that A is
contained in the union of these rings. We show that A is disjoint from the complement
of this union by proving that

(Fas1 \ Fayi2) N A = (D5 o(X) N B\ DY3(X)) nA=10

for every 1. From the definition of the derivative, DZE(X ) = Dip(X)NnAN
D 5(X) N B. Using that D} 5(X) is closed, for a point » € AN D} z(X)N B we
have x € D) 5(X) N A, hence z € DZE(X). O
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Remark 4.2.13. It is claimed in [42] that if X is compact and «(A, B) = A +n with A
limit and 0 < n € w then a;(A, B) is either A+2n or A+ 2n — 1. However, this does not
seem to be true. For a counterexample, let X be the 2n + 1-dimensional cube in R?"+!,
Let A= (Fo\ Fi)U(Fo\ F3)U---U(Fy, \ Fony1), where F; is a (2n+ 1 — i)-dimensional
face of X, and F;,; C F; for i < 2n. Let B = X \ A. The definition of A shows that
Oél(A, B) < 2n+4 2.

Now DY 5(X) = X = Fp, and by induction, DY p(X) = F; for 0 <4 < 2n + 1, since
Dy 5(X) = D(Dy (X)) = Dap(Fi-1) = F.iNANF_ 1 NB = F,. Now we have
DE{}EZ(X) = DA,B(DX‘;I(X)) = D4 p(Fon+1) = 0, proving that in this case a(A, B) =
2n + 2. Using Proposition 4.2.12 this shows that a;(A, B) = a(A, B) = 2n + 2.

We leave the proof of the following corollary to the reader.
Corollary 4.2.14. If f is a Baire class 1 function then

a(f) < ar(f) < 2a(f), hence a(f) = ar(f).
Corollary 4.2.15. If f is a Baire class 1 function then a;i(f) < w;.

Proof. 1Tt is an easy consequence of the previous corollary and Proposition 4.2.10. [

4.2.2 The oscillation rank

This rank was investigated by numerous authors, see e.g. [36].
First, we define the oscillation of a function, then turn to the oscillation rank.

Definition 4.2.16. The oscillation of a function f : X — R at a point x € X restricted
to a closed set F' C X is

w(f,z, F) = inf{ sup |f(x1) — f(x2)|: U open, x € U} : (4.2.10)

x1,22€UNF
Definition 4.2.17. For each € > 0 consider the derivative defined by
Dy (F)={z € F:w(f,z,F)>c}. (4.2.11)
It is obvious that Dy (F') is closed, Dy .(F) C F and Dys.(F) C Dy (F') for every

function f : X — R, every € > 0 and every pair of closed sets F' C F’, hence Dy, is a
derivative. Let us denote the rank of Dy, by S(f,¢).

Definition 4.2.18. The oscillation rank of a function f is
B(f) = surgﬂ(f, £). (4.2.12)
>
Proposition 4.2.19. If f is a Baire class 1 function then 5(f) < wy.

Proof. Using Remark 4.2.4, it is enough to prove D (F) C F for every € > 0 and every
non-empty closed set F' C X. And this is easy, since f restricted to F' is continuous at
a point x € F', and thus x € Dy (F'), hence D;.(F) C F. H
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4.2.3 The convergence rank

Now we turn to the convergence rank following Zalcwasser [62] and Gillespie and Hurwitz

32].

Definition 4.2.20. Let (f,),en be a sequence of real valued continuous functions on
X. The oscillation of this sequence at a point x restricted to a closed set F' C X is
W((fr)nen, z, F) = in[f] ]%[m%supﬂfm(y) — @] :in,m>N, yeUNF}. (4.2.13)
ngpen €
Definition 4.2.21. Consider a sequence (f,)en of real valued continuous functions,
and for each £ > 0, define a derivative as

D(p)pene(F) = {2 € Fr w((fu)nen, x, F') = €} (4.2.14)

It is easy to see that Dy, .-(F) is closed, D), vc(F) € F and Dy, c(F) C
Dt nenc(F') for every sequence of continuous functions (f,)nen, every € > 0 and every
pair of closed sets F' C F’, hence D, is a derivative. Let us denote the rank of

D(fn)neN,E by 7(<fn)n€N7 5)'

n€eN,E

Definition 4.2.22. For a Baire class 1 function f let the convergence rank of f be
defined by

~v(f) = min {sup Y((fn)nen, €) : Vn f, is continuous and f, — f pointwise} . (4.2.15)

e>0

Proposition 4.2.23. If f is a Baire class 1 function then v(f) < wy.

Proof. 1t suffices to show that D, . .(F) € F for every ¢ > 0, every non-empty
closed set ' C X and every sequence of pointwise convergent continuous functions
(fn)nen. Suppose the contrary, then for every N the set Gy = {z € F : In,m >
N | fu(2) = fm(z)| > 5} is dense in F'. It is also open in F, hence by the Baire category
theorem there is a point z € F' such that x € G for every N € N, hence the sequence
(fn)nen does not converge at z, contradicting our assumption. O

4.2.4 Properties of the ranks

Theorem 4.2.24. If f is a Baire class 1 function then o(f) < 8(f) < v(f).

Proof. For the first inequality, it is enough to prove that for every p,q € Q, p < ¢ we
can find € > 0 such that a({f < p},{f > q}) < B(f,e). Let A={f <p}, B={f>q}
and ¢ = p — ¢. Using Proposition 4.2.5 it suffices to show that D4 g(F) C Dy (F)
for every F € TIY(X). If # € F\ D;.(F) then x has a neighbourhood U such that
SUP,, wevnr |f(71) — f(22)] < & =p — ¢, hence U cannot intersect both A and B. So
x & Dap(F), proving the first inequality.
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For the second inequality, let (f,).en be a sequence of continuous functions converging
pointwise to a function f. It is enough to show that 3(f,e) < v((fn)nen,€/3). Similarly
to the first paragraph we show that Dy (F) C Dyy,), oue/3(F) for every F € II)(X). Tt
is enough to show that if x € F'\ Dy, v.e/3(F) then @ ¢ Dy (F). For such an x there
is a neighbourhood U of x and an N € N such that for all n,m» > N and 2’ € FNU,
|fu(2) — fin(2")] < €/3. Letting m — oo we get | fn(2') — f(2')] < e/3 for allm > N and
€ FNU. Let V. C U be a neighbourhood of x for which supy, fy — infy fy < €/6.
Now for every 2/, 2" € V N F we have

76 = F@) < (@) = fya)] +25 < 2e <

showing that « & Dy .(F). O

Proposition 4.2.25. If X is a Polish group then the ranks o, 8 and 7 are translation
mvartant.

Proof. Note first that for a Baire class 1 function f and xy € X the functions foL,, and
f o R,, are also of Baire class 1. Since the topology of a topological group is translation
invariant, and the the definitions of the ranks depend only on the topology of the space,
the proposition easily follows. O

Theorem 4.2.26. The ranks are unbounded in wy, actually unbounded already on the
characteristic functions.

We postpone the proof, since later we will prove the more general Theorem 4.3.3.

Proposition 4.2.27. If f is continuous then o(f) = B(f) =~(f) = 1.

Proof. In order to prove a(f) = 1, consider the derivative Dys<py (r>q}, Where p < ¢ is
a pair of rational numbers. Since the level sets {f < p} and {f > ¢} are disjoint closed

sets, Dir<py{r2q}(X) = 0.
For 5(f) = 1, note that a continuous function f has oscillation 0 at every point restricted
to every set, hence D (X) = ) for every € > 0.

And finally for v(f) = 1 consider the sequence of continuous functions ( f,,),en, for which
fn = f for every n € N. It is easy to see that w((f,)nen, x, F') = 0 for every point = € X
and every closed set F' C X. Now we have that Dy, _,(X) = 0 for every ¢ > 0, hence

(f) =1 O

Theorem 4.2.28. If f is a Baire class 1 function and F C X is closed then a(f-xr) <
L+a(f), B(f-xr) <1+ B(f) and v(f - xr) <1 +7(f).

Proof. First we prove the statement for the ranks a and 3. Let D be a derivative either
of the form Dy p or of the form Dy, where A = {f < p} and B = {f > ¢} for a
pair of rational numbers p < ¢ and € > 0. Let D be the corresponding derivative for
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the function f - xp, ie. D = Dy p or D = D¢ope, where A = {f - xr < p} and
B ={f-xr>q}.

Since the function f - xr is constant 0 on the open set X \ F, it is easy to check that
in both cases D(X) C F. And since the functions f and f - yr agree on F', we have
by transfinite induction that El+n(X ) € D"(X) for every countable ordinal 7, implying
that a(f - xr) < 1+ a(f) and also B(f - xr) < 1+ B(f).

Now we prove the statement for v. Let (f,)n.en be a sequence of continuous functions
converging pointwise to f with sup..ov((fn)nen,€) = v(f). Let g, () =1 — min{l,n -
d(xz, F)} and set f!(z) = fu(z)-gn(z). It is easy to check that for every n the function f
is continuous and f/ — f - xr pointwise. For every z € X \ F there is a neighbourhood
of x such that for large enough n the function f/ is 0 on this neighbourhood, hence
Dt1),ene(X) € F for every ¢ > 0. From this point on the proof is similar to the
previous cases, since the sequences of functions (f,,)neny and (f!),en agree on F| hence,

by transfinite induction D(l;i’;neNﬁe(X ) € D[y . (X) for every e > 0. From this we
have Y((f) )nen, €) < 1+ ((fn)nen, €) for every € > 0, hence y(f - xr) < 1+~v(f). Thus
the proof of the theorem is complete. ]

Theorem 4.2.29. The ranks  and v are essentially linear.

Proof. Tt is easy to see that S(cf) = B(f) and vy(cf) = v(f) for every ¢ € R\ {0}, hence
it suffices to show that 5 and v are essentially additive.

First we consider a modification of the definition of the rank g as follows. Let [
be the rank obtained by simply replacing sup,, ,,cunr |f(21) — f(z2)| in (4.2.10) by

sup,, cunr | f(2) — f(z1)] in the definition of 8. Clearly, So(f,€) < B(f,€) < Bo(f.2/2),
hence actually 5y = 3. Therefore it is sufficient to prove the theorem for 5.

To prove the theorem for fy, let Dy = Dy .o, D1 = Dy./o and D = Dy . (we use here
the derivatives defining (y). We show that the conditions of Proposition 4.2.6 hold for
these derivatives.

For condition (4.2.1), let € Dy, (F). Since w(f + g, x, F') > ¢, we have w(f, z, F) or
w(g,z,F) >¢€/2, hence x € Dy /o(F) U Dy o(F).

Condition (4.2.2) is similar, let * € (F U F') \ (Df4g:(F)U Dy (F')). Since z &
Dyyg-(F), there is a neighbourhood U of z with |(f + g)(z) — (f + g)(2')| < €’ < ¢ for
¥’ € UNF. And similarly, there is a neighbourhood U’ with |(f + ¢)(x) — (f +¢)(2)| <
g’ < eforx’ € UNF’. Now the neighbourhood UNU’ shows that w(f + g, z, FUF") < ¢,
proving that « & Dy, .(FUF').

The proposition yields that So(f+g,¢) < max{So(f,e/2), Bo(g,£/2)}, hence fo(f+9g) <
max{So(f),Bo(g)}. This proves the statement for Sy, hence for 5.

For ~, we do the same, prove the conditions of the proposition for Dy = D)
Dy = Dig,)pene/z and D = Dy, +q,)
finish the proof.

For condition (4.2.1), let € F\ (D(s,),cne/2(F) U D(go)ene(F)). Now we can choose
a common open set r € U and a common N € N such that for all n,m > N and

nEN»E/27

wene» and use the conclusion of the proposition to
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y € UNF we have |f,(y) — fin(y)] < & < /2 and [ga(y) — gm(y)| < €' < /2 (again,
with a common ¢’ < £/2). But from this we have |(f, + ¢.)(y) — (fmn + 9m)(y)| < 26" < ¢
foralln,m >N andy € UNF, 50 € D(f,1g,)nenc(F), yielding (4.2.1).

For (4.2.2) let € (FUF")\ (D(f,1gm)mere(F) U D(fotgmymene(F)). For this 2 we have a
neighbourhood U of z, N € N and €’ < ¢, such that |(f,, +9n)(y) — (fin + gm)(y)] < €’ for
every n,m > N and y € U N F. Similarly, we can find a neighbourhood U’, N € N and
e < e, such that |(f,, +9n)(y) — (fin + gm)(y)| < " for every n,m > N andy € U'NE".
From this, w((fn + gn)nen, x, FUF") < max{e’, "} < ¢, hence « & D, +g.)nen,c (FUF').

Therefore the proof of the theorem is complete. O

Remark 4.2.30. The analogous result does not hold for the rank a. To see this note
first that (A, A°) can be arbitrarily large below w; when A ranges over Aj(X). This
is a classical fact and we prove a more general result in Corollary 4.3.4.

First we check that for every A € Aj(X) the characteristic function x4 can be written
as the difference of two upper semicontinuous (usc) functions. Indeed, let (K, ),e, and
(Ln)new be increasing sequences of closed sets with A = |J,, K,, and A° = |, L,, and

let
f . 0 on K(] U Lo,
71 —n on (K,ULy)\ (Ky-1UL,_) forn>1
and
0 on Ly,
fl = —1 on (K()ULl)\LQ,
—n on (K,-1UL,)\ (Ky—2UL,_) forn>2.

Then fy and f; are usc functions with x4 = fo — f1.

Now we complete the remark by showing that «(f) < 2 for every usc function f.
For p < glet A= {f <p}and B = {f > ¢}. Then B is closed, so Dy p(X) =
XN ANX N B = XN ANB C B. Hence D3 5(X) € Dap(B) = AN BNB = 0NB = 0.

Remark 4.2.31. One can easily deduce from Theorem 4.2.29 that B(f - g) <

~

max{S(f), 5(g)} whenever f and g are bounded Baire class 1 functions, and similarly
for v. However, we do not know if this holds for arbitrary Baire class 1 functions.

Question 4.2.32. Are the ranks [ and ~y essentially multiplicative on the Baire class 1

functions, that is, does B(f - g) < max{B(f),B(9)} andv(f-g) S max{y(f),v(g)} hold
whenever f and g are Baire class 1 functions?

Proposition 4.2.33. If the sequence of Baire class 1 functions f, converges uniformly

to f then B(f) < sup, 5(f,).

Proof. It | f — fu| < &/3 then |w(f,z, F) —w(fn, x, F)| < 2¢ for every x and F. Therefore
Dy o(F) C Dy, ./3(F) for every F', which in turn implies 3(f, ) < B(fn,€/3), from which
the proposition easily follows. O

Proposition 4.2.34. If the sequence of Baire class 1 functions f, converges uniformly
to f then y(f) < supy(fn)-
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Proof. By taking a subsequence we can suppose that | f,(z) — f(z)| < 5% for every n € N
and every x € X. With g,(z) = fu(z) — fa_1(z) we have |g(z)| < 2, hence Y > | gn()
is uniformly convergent, and f(z) = fo(z) + >~ gn(z). Using Theorem 4.2.29 we

have (gn) < max{7y(fn),7(fa-1)}, hence sup,v(g.) < sup,v(fa). It is enough to
prove that for ¢ = > >, g, we have vy(g) < sup, 7(gn), since Theorem 4.2.29 yields

v(f) S max{y(fo),v(9)}

Now for every n € N let (¢*)ren be a sequence of continuous functions converging
pointwise to g, with sup..o7((¢F)ken;€) = 7(gn). It is easy to see that we can sup-
pose |¢k(z)] < 2 for every n € N and k € N, since by replacing (¢¥)yen with
(max (min (gp’;, 2%) ,—2%)) weny We have a sequence of continuous functions satisfying
this, and the sequence is still converging pointwise to g,, while ((¢*)gen, €) is not

increased.

Let ¢ = Zizo ©F. We show that (¢p)ren converges pointwise to g and also that
7(9) < 8up.so V((Pr)ken, €) S SUP,, SUPesg V(¢4 )ken; €) = sup,, 7(gn), which finishes the
proof. To prove pointwise convergence, let ¢ > 0 be arbitrary and fix K € N with
2%<5. For k > K we have

k K k
be(@) — g(@)] = |D_@h(@) —g(@)| < D eh@) —gl@)| +] Y i),

where the first term of the last expression tends to ‘Zf:o gn(z) — g(:r;)‘ < 5%, while
the second is at most 5%. Hence limsup,_, ., [¢x(z) — g(z)] < 25% < € for every € > 0,
showing that ¢x(z) — g(x).

Now fix an ¢ > 0 and K € N as before, it is enough to show that v((¢x)ken, 3¢) <
SUP, SUP.~o V(25 ke, €)-

For any x € X and k,l > K we have
!

[or(2) = du(@)] = | D k(@) = > ellx)

n=0

k

<> leh@ - @+ | Y @)

n=K+1

l

> @)

n=K+1

+ (4.2.16)

As before, the sum of the last two terms is at most €. We want to use Proposition
4.2.6 for the derivatives D = D(g,), o3 and D, = D c for n < K. To check

@’fl)keN,KH
condition (4.2.1), let z € F\ U, D : (F). Then we have a neighbourhood U
of x and an N € N such that }gofl(y) — @%(y)! < = foreveryn < K,everyye UNF

OR ) keNs T
R+1
and every k,l > N. This observation and (4.2.4) yields that |¢x(y) — ¢i(y)| < 2¢ for
every y € UNF and k,l > N showing that € Dy, (F).

Condition (4.2.2) is similar, and it can be seen as in the proof of Theorem 4.2.29. Now
Proposition 4.2.6 gives

k€N735

g
(e 32) % e (e 157 ) < supsup (e ),
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completing the proof. O

Theorem 4.2.35. If f is a bounded Baire class 1 function then a(f) =~ B(f) ~ v(f).

Proof. Using Theorem 4.2.24, it is enough to prove that v(f) < a(f). First, we prove
the theorem for characteristic functions.

Lemma 4.2.36. Suppose that A € AY. Then v(x4) < a(xa).

Proof. In order to prove this, first we have to produce a sequence of continuous functions
converging pointwise to x 4.

For this let (F},),<x be a continuous transfinite decreasing sequence of closed sets, such

that
A= U (Fn\FnH)

n<A
7 even

and A &~ «(xa) given by Corollary 4.2.14. We can assume that the last element of
the sequence (F,) < is 0, hence every x € X is contained in a unique set of the form
F,\ F,

For each k € w and n < A let f¥ : X — [0,1] be a continuous function such that
fEIF, = 1, and whenever € X and d(z, F})) > 1 then fF(z) = 0. Such a function
exists by Urysohn’s lemma, since the sets F,, and {x € X : d(z, F,) > +} are disjoint
closed sets.

Now let (7,) be an enumeration of A in type < w. Let us define

: : Mn - 77n +1-

n<k
N, even

Since the functions fj are finite sums of continuous functions, they are continuous. We
claim that f, — x4 as k — oo.

To see this, first let * € X be arbitrary. Then there exists a unique m such that
z € F,, \F,,+1. Choose k € w such that k > m and d(z, F,,, 1) > 1.

Then if x € A then 7, even and

Z nn+1($) =

n<k
np, even

= Z — fya(@) | + Z — fa (@) |+

n<k n<k
), €ven 7n, even
Mm<Nm M >Nm

(7)) = fpa (2).
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The first sum is clearly 0 since f,; ¥ =1lonF,, if n, > n,. Thisis also true for the second
one, since 1f d(z, F,,) > ¢ then fk () = 0. Finally, f, (x) =1 and f,, +1(z) = 0, so

felx) =
If x ¢ A then 7, is odd and

Z 77"-1-1 (x) =

n<k
Ny, even
k
> Sa@) = L@+ > @) = fa @),
n<k n<k
7n even Mn €ven
Mm<Nm Nn>Nm

Now the previous argument gives fi(z) = 0.

So fr — xa holds. Next we prove by induction on 7 that for every n < A and every
e > 0 we have
D7 (X) C F,.

(fu)kene

This will clearly complete the proof.

For n = 0 we have
0 _ v _
D(fk)keNyf(X) =X = Fo.

If n is a limit ordinal, the statement is clear, since the sequence of derivatives as well as
(F},)n<x are continuous.

Now let n = 6 + 1 and D9 Jeene(X) C Fp. For some m we have 6 = n,,. Let z €
F,.. \ Fy,.+1. Then it is enough to prove that z ¢ D7 (X). Let k be such that

Whenever d(z,y) < + and y € D(fk)k W (X) theny € F \F,, 1. From this, if l;,ly > k

we have that ff;( ) fff( ) =1if n <mn, and ff71 (y) = fff (y) = 0if n > n,,. Hence

fll(y) - fZQ(y) =0.

So we have that the sequence fj is eventually constant on a relative neighbourhood of

z in F,, , therefore z ¢ D] (X)), which finishes the proof. ]

(fx)rense

(fx)ren,e

Next we prove that y(f) < a(f) for every step function f. We still need the following
lemma.

Lemma 4.2.37. If A and B are ambiguous sets then
a(xanp) S max{a(xa), o (xs)}-

Proof. It is enough to prove this for S since the previous lemma and Theorem 4.2.24
yields that the ranks essentially agree on characteristic functions. Theorem 4.2.29 gives

B(xa+xs) S max{5(xa), 5(xn)}, hence it suffices to prove that 5 (xans) < B(xa+xs)-
But this easily follows, since one can readily check that for every ¢ < 1 and F' we have

Dy sine(F) € Dy ysype(F), finishing the proof. O
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Now let f be a step function, so f = >_" | ¢;xa,, where the A;’s are disjoint ambiguous
sets covering X, and we can also suppose that the ¢;’s form a strictly increasing sequence
of real numbers.

Lemma 4.2.38. max;{a(xa,)} S a(f).

Proof. Let H; = U;zl A;. By the definition of the rank «, for every i we have
a(H;, HY) < a(f). (4.2.17)
This shows that a(xa,) S a(f), and together with the previous lemma, for i > 1
a(xa;) = alxunm,_,) = a(Xmnme ) S max{a(xm,), a(xue )}
= max{a(H;, HY), a(Hi—1, H_ 1)} < o(f),

where the last but one inequality follows from the above lemma and the last inequality
from (4.2.17). O

Now we have
7(f) S max{y(xa,)} = maxialxa)} < a(f),

where we used Theorem 4.2.29, this theorem for characteristic functions and Lemma
4.2.38, proving the theorem for step functions.

In particular, a(f) < B(f) < v(f) (Theorem 4.2.24) gives the following corollary.

Corollary 4.2.39. If f = Y7 | cixa,, where the A;’s are disjoint ambiguous sets cov-
ering X and the ¢;’s are distinct then

o(f) ~ max{a(xa,)}
and similarly for B and .

Now let f be an arbitrary bounded Baire class 1 function.

Lemma 4.2.40. There is a sequence f, of step functions converging uniformly to f,
satisfying sup, al(f) S ol f).

Proof. Let pop = k/2" for all k € Z and n € N. The level sets {f < p,x} and
{f > purs1} are disjoint TIJ sets, hence they can be separated by a H,; € AJ(X) (see
e.g. [40, 22.16]). We can choose H,  to satisfy oy (Hyx, Hy, ;) < 2a(f) using Proposition
4.2.12.

Since f is bounded, for fixed n there are only finitely many k € Z for which H, 41 \
Hn,k 7é (Z) Set
Jo = an,k *XHp o1 \Hn k-
kEZ
Now for each n, f, is a step function with |f — f,| < 2"~!. Hence f, — f uniformly.
Since the level sets of a function f, are of the form H, ; or Hy for some k € 7Z, we
have a(f,) < 2a(f), proving the lemma. O
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Let f, be a sequence of step functions given by this lemma. Using Proposition 4.2.34
and this theorem for step functions, we have y(f) < sup,, 7(fn) < sup, an(fn) S alf),
completing the proof. O

We have seen above that « is not essentially additive on the Baire class 1 functions but
[ and ~ are, therefore a cannot essentially coincide with 3 or . However, in view of
the above theorem the following question arises.

Question 4.2.41. Does 8 ~ v hold for arbitrary Baire class 1 functions?

Proposition 4.2.42. If the sequence of Baire class 1 functions f, converges uniformly
to f then a(f) < sup a(fn).

Proof. If f is bounded (hence without loss of generality the f,, are also bounded) this
is an easy consequence of Theorem 4.2.35 and Proposition 4.2.33.

For an arbitrary function g let ¢’ = arctanog. It is easy to show that a(¢’) = a(g) using
Remark 4.2.9.

If the functions f and f,, are given such that f,, — f uniformly then f; — f’ uniformly,
and these are bounded functions, so we have a(f) = a(f’") <supa(f)) =supa(f,). O

4.3 Ranks on the Baire class ¢ functions exhibiting
strange phenomena

4.3.1 The separation rank and the linearised separation rank

The only rank out of the ones discussed above that has straightforward generalisation
to the Baire class £ case is the rank . However, this generalisation does not answer
Question 4.0.2, since, similarly to the original «;, it is not linear. After discussing this,
we will propose a very natural modification that transforms an arbitrary rank into a
linear one, but we well see that this modified rank will be bounded in w; for characteristic
functions!

Definition 4.3.1. Let A and B be disjoint HgH sets. Then they can be separated by
a Ag L1 set (see e.g. [40, 22.16]). Since every Ag 41 set is the transfinite difference of
Hg sets, A and B can be separated by the transfinite difference of such a sequence. Let
a¢(A, B) denote the length of the shortest such sequence.

Definition 4.3.2. Let f be a Baire class £ function, and p < ¢ € Q. Then {f < p} and
{f > ¢} are disjoint H2+1 sets. Let the separation rank of f be

ag(f) = Sup ac({f <phAf > 4q}).

P,q€Q
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Note that this really extends the definition of a;.

Theorem 4.3.3. For every 1 < § < wy the rank ag¢ 1s unbounded in wy on the charac-
teristic Baire class & functions.

Proof. Let U € HE(Z“’ x X) be a universal set for Hg(X) sets, that is, for every F' C X,
F e HS(X ) there exists a y € 2¥ such that U¥ = F'. For the existence of such a set see
[40, 22.3]. Let us use the notation I'c(X) for the the family of sets H C X satisfying
ag(H, H) < ¢. From [40, 22.27] we have I¢(X) C A¢,;(X). We will show that there
exists a Ag 41 set for every ¢ < w; which is universal for the family of I'¢ sets. Since
X is uncountable, there is a continuous embedding of 2¥ into X ([40, 6.5]), hence no
universal set exists in 2 x X for the family of Ag 11(X) sets (easy corollary of [40, 22.7]).
This implies for every ¢ < w; that I'c # Ag +1, hence the rank is really unbounded.

Let p : ( x N = N be a bijection. For n < ¢ and y € 2¥ we define a ¢(y), € 2* by
é(y)y(n) = y(p(n,n)). First we check that for a fixed n < ¢ the map y — ¢(y), is
continuous. Let U = {x € 2¥ : 2(0) = iy,...,z(n) = i, } be a set from the usual basis
of 2¢. The preimage of U is the set {y € 2 : Vk < n ¢(y),(k) =ix} = {y € 2¥ : Vk <
n y(p(n, k)) = ik}, which is a basic open set, too. Now U, = {(y,x) : (¢(y),,x) € U} is
a continuous preimage of a Hg set, hence U, € Hg(Z“ x X) (see |40, 22.1]). Let

U ={(y,z) € 2° x X : the smallest ordinal n such that (y,z) & U, is odd,

if such an 7 exists, or no such 7 exists and ¢ is odd}.

Now we check that U’ € AZ,(2* x X). Let V, = (o<, Uo, then these sets form a
continuous decreasing sequence of Hg sets and it is easy to see that U’“ is the transfinite
difference of the sequence (V,),<¢+1, hence U € Ag 41, proving that U’ € Ag 41, since
the family of A, sets is closed under complements (see [40, 22.1]).

Now we show that ¢’ is universal. For a set H € I'¢(X) there is a sequence (z,),<¢ in
2¢, such that H is the transfinite difference of the sets U*7. For every sequence (2,),<¢
we can find a y € 2¢ such that ¢(y), = z,, namely y : p(n,n) — 2z,(n) makes sense
(since p is a bijection), and works. Consequently, for H there is a y € 2¢, such that H
is the transfinite difference of the sets U = YW = (U4,). Tt is easy to see that if H
is the transfinite difference of the sequence ((¢4;)"), . then

H = {x € X : the smallest ordinal n such that = & (U, is odd,

if such an 7 exists, or no such 7 exists and ¢ is odd},

hence H = U"". O
Corollary 4.3.4. For every 1 < £ < wy, every non-empty perfect set P C X and
every ordinal ( < wy there is a characteristic function x4 € Be(X) with A C P and

ag(xa) > ¢

Proof. Since P is perfect, it is an uncountable Polish space with the subspace topology,
hence the rank ag is unbounded on the characteristic Baire class ¢ functions defined on



73 Chapter 4. Ranks on the Baire class ¢ functions

P by the previous theorem. Hence we can take a characteristic function f’ € B¢(P)
with ag(f') > ¢, and set

_f fi(x) ifxeP
f(l")_{ 0 ifzeX\P.

It is easy to see that f € Be(X), hence it is enough to prove that ag(f) > .

For this, it is enough to prove that ae({f’ < p}, {f' > q}) < ac({f < p}. {f > ¢}) for
every pair of rational numbers p < ¢. For this, let H € Ag_H(X) where {f < p} C
H C {f > ¢}° and H is the transfinite difference of the sets (F,),<\ with A = ae({f <
ph{f >q}) and F, € HE(X) for every n < A.

Let H' = PN H and for every n < Alet I}, = PN F,. It is easy to see that H' separates
the level sets {f < p} and {f" > ¢} and H’ is the transfinite difference of the sets
(F))n<r- And since H' € AL, (P) and F) € II{(P) for every n < X (|40, 22.A]), we
have the desired inequality ag¢({f" < p}. {f' > ¢}) < ac({f < p},{f > ¢}). Thus the
proof is complete. O

The main disadvantage of this rank is that the construction of Remark 4.2.30 easily
yields that the rank does not behave nicely under linear operations. We leave the easy
proof of the next statement to the reader.

Proposition 4.3.5. Let 1 < £ < w;. Then ag is not essentially linear, actually not
even essentially additive.

However, there is a natural way to make a rank linear.

Definition 4.3.6. For an f € B, let

ag(f) = min{max{ae(f1), ..., ae(fu)} € w, fi,..., fu € B,
f=h++fu}

It can be easily seen that o is now linear, but we do not know whether it is still
unbounded in w;.

Question 4.3.7. Let 1 <& <wi. Is o unbounded in w;?

We have the following partial result, which is a very strong indication that the answer
to this question is in the negative, since in every single case when we can show that a
rank is unbounded it is actually unbounded on the characteristic functions.

Theorem 4.3.8. If 1 < & < wy and f is a characteristic Baire class & function then
ap(f) < 2.

Proof. Let us call a function f a semi-Borel class ¢ function if the level sets {f < ¢} are
in 33 for every ¢ € R. Note that then the level sets {f > c} are in 3¢, hence f € Be.
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We first show that a semi-Borel class { function has a; rank at most 2. Let p < ¢
be a pair of rational numbers. The level set {f > ¢} € Hg(X ), hence the transfinite
difference of the sequence Fy = X, Fy = {f > ¢} separates the level sets {f < p} and
{f=d}

Now using the same idea as in Remark 4.2.30, it is clear that every characteristic Baire

class ¢ function can be written as the difference of two semi-Borel class ¢ functions,
completing the proof of this theorem. n

The following question is very closely related to Question 4.3.7.

Question 4.3.9. Let 1 < & < wy and let f,, and f be Baire class & functions such that
fn = [ uniformly. Does this imply that ag(f) < sup,, ag(fn)?

Remark 4.3.10. An affirmative answer to this question would provide a negative an-
swer to Question 4.3.7. Indeed, it is not hard to show that ozé is bounded for step
functions, and hence, by taking uniform limit, for every bounded function. Then one
can check that the rank of an arbitrary function f equals to the rank of the bounded
function arctanof, hence a; is bounded.

4.3.2 Limit ranks
In this section we apply an even more natural approach to define ranks on the Baire class

¢ functions starting from an arbitrary rank on the Baire class 1 functions. Surprisingly,
they will all turn out to be bounded in wy.

Definition 4.3.11. Let p be a rank on the Baire class 1 functions. We inductively
define a rank p, on the Baire class § functions. First, let p; = p. For a successor ordinal
¢+ 1 and a Baire class £ + 1 function f let

Pey1(f) = min {supﬁg(fn) : fn — [, [nis of Baire class 5} .

Finally, for a limit ordinal £ and a Baire class ¢ function f let

Pe(f) = min { sup pg, (fn) : fn — f, fu is of Baire class &,, &, < ¢,

fn is not of Baire class ( if ¢ < fn}.

Surprisingly, the ranks @, Bg and 7, will all be bounded for § > 2.
Theorem 4.3.12. If2 < { < w; then og < Bg < e Sw.

Proof. 1t is enough to prove the theorem for £ = 2. Let ® be a class of real valued
functions on X. Asin [34], we say that ® is ordinary if it contains the constant functions
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and if f,g € ® then max(f,g), min(f,g9), f+ g, f — g, fg and f/g (if g is nowhere
zero) are all in ®. An ordinary class of functions is called complete if it is closed under
uniform limits.

For a class of functions @, we denote by ®” the set of functions that are pointwise limits
of functions from ®. We denote the pair of families of level sets of functions in & by
P(®), that is,

P@)=({{f>c}:fedceR},{{f>c}:fed ceR}).

If P = (M, N) is a pair of systems of sets then we denote the class of functions whose
levels sets are in P by ®(P), that is,

PP)={f: X >R |VeeR{f>cteM{f>c} eN}.

Now we state three theorems based on results in [34].
Theorem 4.3.13. If a class of functions ® is ordinary then ®P is ordinary and complete.

Theorem 4.3.14. If a class of functions ® is ordinary and P(®) = (M, N) then
P((I)P) = (MU;MMS)-

Theorem 4.3.15. If a class of functions ® is complete and ordinary then ® = ®(P(P)).

Theorem 4.3.13 is shown in [34, §41. IV.], Theorem 4.3.14 is an easy corollary of |34,
§41. V., V1] and Theorem 4.3.15 is shown in (34, §41. VIIL.].

Now let & consist of the Baire class 1 functions of the form

n
E CiXH;»
=1

where H; is in the algebra A generated by the open sets (an algebra is a family closed
under finite unions and complements). It is easy to check that A contains exactly the
sets that can be written as the finite disjoint union of sets of the form F' N G, where F
is closed and G is open. Indeed, the intersection of two such set is of the same form,
and the complement of such a set is

n—1 n—1

U {ﬂ Fl-a(i) N ﬂ Gf(i) ta,b € 2", Vi < n at least one of a(i) and b(7) is 1} )
=0 =0

where for a set H, H® = H and H' = H¢, and the last equality holds, since a point x

is contained in either of the two sets in question iff for every ¢ < n it is contained in at

least one of FY and G§. Now we check that the sets in the union are disjoint. Without

loss of generality we have two terms with distinct a’s, so a(i) = 0 and d/(i) = 1 for a
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suitable 2. But then the term belonging to a is a subset of F; and the other one is a
subset of F, proving disjointness.

An easy consequence of these observations is that ® is ordinary.

Lemma 4.3.16. v(f) < w for every f € ®.

Proof. First we prove that y(xr) < 2 for every closed set F'. Let F be a closed set,
and define f,(z) =1 —min{l,n-d(z, F)}. It is easy to check that f, — xr pointwise.
We now show that y((fn)nen,€) < 2 for every € > 0, which will imply v(xr) < 2.
Fix e > 0. If © ¢ F then x has a neighbourhood U such that d(U,F) > 0 and

then if we fix an N > —-1— then f,(y) = 0 for every y € U and n > N, therefore

A0.F)
w((fa)nen, 2, X) = 0. This implies Dyy,), .. (X) € F. But f,|p =1 for every n, hence
X) € Dty ene(F) = 0, proving

if 2 € F then w((fu)new, z, F) = 0, therefore D, | (
”Y((fn)neNag) <2

It is easy to check that vy(f) = v(1 — f) for every f € By. This implies that v(xg) < 2
for every open set G, since xg = 1 — xx\a-

Now, let H = FFN G, where F is closed and G is open. We show that vy(xy) < w. By
Theorem 4.2.29 there exists a sequence f,, of continuous functions with f, — xr + x¢
and Y((fn)nen,€) < w for every € > 0. Define f! = max{0, f,, — 1}. Then it is easy to
check that f) — xg and y((f))nen, €) < Y((fn)nen, €) < w for every € > 0.

Since any H € A is a finite disjoint union of sets of the form F'NG, the above paragraph
shows that xy = xm, + -+ + xm,, where v(xg,) < w. But then Theorem 4.2.29 yields
that v(xy) < w. Then applying Theorem 4.2.29 once again we obtain that v(f) < w
for every f € . m

Now we turn to the proof of the theorem. By Theorem 4.2.24 and the previous lemma,
it is enough to show that ®P equals the family of Baire class 2 functions. Since every
f € @ is of Baire class 1, we have that ®? is a subclass of the Baire class 2 functions.

For the converse, let us define M and N by P(®) = (M, N). By the definition of ®, M
and A both contain the open and closed sets. By Theorem 4.3.14 P(®?) = (Nsy, Mys),
hence Eg C N, and Hg C M,s. And by Theorem 4.3.13 and Theorem 4.3.15 P =
B(P(®P)) = ®(Nsy, Mys) 2 ®(X5,TI3) = By, finishing the proof. O

4.3.3 Partition ranks

The following well known fact also gives rise to a very natural rank on the Baire class
¢ functions. However, this also turns out to be bounded.

Proposition 4.3.17. A function f is of Baire class & if and only if for every ¢ > 0
there exists a function g of the form g =73 _ cn-Xm,, where H, € A2+1(X); the H,’s
form a partition of X and |f(z) — g(z)| < e for every x € X. Moreover, if f is bounded
then each set H, can be chosen to be empty for all but finitely many n € w.
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Proof. 1f f is of Baire class ¢ then for a fixed € > 0 let the numbers p,, be defined by
pn = n - § for every n € Z. The sets {f < p,} and {f > pn41} are disjoint H2+1 sets,
hence they can be separated by a set A,, € A§+1 Now let H,, = A, \ A,—1. Note that if
f is bounded then H,, = () for all but finitely many n € w. These sets form a partition,
and with g = >, pn - X, the proof of the first direction is complete.

For the other one, note that the function g is of Baire class &, hence f is the uniform limit
of Baire class ¢ functions, implying that f is of Baire class £ (see e.g. [40, 24.4]). O

Definition 4.3.18. Let f be a Baire class £ function and let the partition rank of f be

5(f) = supmin{supag(Hn,Hﬁ) . H, € A?Hv U H, =X,

e>0 new

Proof. Fix e > 0. Obtain a function of the form ) _ c,-x#, asin the above proposition.
It is enough to prove that every H, has a further partition into a sequence of sets
Hyy € A, with ag(Hyy, HE ) < 4.

new

Z Cn* XH,

new

HnﬂHm:@(n#m)a Cn ne€w

Proposition 4.3.19. §(f) < 4 for every Baire class & function f.

But this is easy, since H,, can be written as the transfinite difference of Hg sets, so H,, is

obtained as the countable disjoint union of sets of the form F),\ F,;; with F,,, F},1; € Hg,
and the ¢ rank of F), \ F,;+1 at most 4, as the sequence (X, X F,, F,+1) shows. O

Now we focus our attention on finite partitions and investigate the resulting rank, which
we can only define for bounded functions.

Definition 4.3.20. Let f be a bounded Baire class ¢ function and let the finite partition
rank of f be

Spin(f) —supmin{ sup ag(Hy, H;) : N e w, H, € A5+1(n < N), U H,=X,
e>0 n<N n<N

Theorem 4.3.21. 04, (f) = ae(f) for every bounded Baire class & function f.

Hanmzw(nam§N>n7ém)a Cnn<N

Z Cp - XHn >~

n<N

Proof. Let f be an arbitrary bounded Baire class £ function. First we prove that 0z, <

ag(f). For a fixed € > 0 let the numbers p, be defined by p, = n - 5 for every n € Z.
The sets {f < p,} and {f > p,.1} are disjoint H£+1 sets, hence they can be separated
by a set A, € Al er1 With ag(Ay, A7) < ae(f). Now let H, = A, \ A,_1. Since f is
bounded, H, = () for all but finitely many n € w. Clearly, these sets form a partition,
and g =, Dn - XH, is e-close to f.
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We will prove in Corollary 4.4.18 below that o is essentially linear for bounded
functions.  Therefore we obtain a¢(H,, HS) = oe(xm,) = ae(xa, — Xa,1) S
max{ag(xa,), tc(xXa,,)} = max{ag(An, A7), ag(An1, A5 1)} < ag(f), proving dfin S
ag(f).

Now we prove the other direction. Let p < ¢ be arbitrary rational numbers, it is enough
to prove that there is a set H € A{,, separating the level sets { f < p} and {f > ¢} with
ae(H, H®) < 0gin(f). Now set ¢ = ©52. From the definition of d;,, we can find a finite
partition X = HyU---U Hy into disjoint A2+1 sets and ¢, € R with g = ZnN:o Cn * XH,
satisfying |f — g| < € and ag(Hy, HS) < 641 (f) for n < N.

Let A={n < N:H,N{f <p} #0}and H =, Hn. Clearly, {f < p} C H.
Moreover, no H, can intersect both {f < p} and {f > ¢}, since g is constant on H,
and |f — g| < e = 2. Therefore H N {f > q} = . Using the essential linearity of o
for bounded functions again we obtain ag¢(H, H®) = ag(xn) S max{a¢(xm,) :n € A} =
max{ag(H,, HS) : n € A} < 07, (f), completing the proof. O

4.4 Ranks answering Questions 4.0.1 and 4.0.2

In this section we finally show that there actually exist ranks with very nice properties.
Throughout the section, let 1 < & < w; be fixed.

Let f be of Baire class . Let
Tye ={7":7 27 Polish, 7' C 3¢(7), f € Bi(7')}.

So T} is the set of those Polish refinements of the original topology that are subsets of
the Eg sets turning f to a Baire class 1 function.

Remark 4.4.1. Clearly, Ty, = {7} for every Baire class 1 function f.

In order to show that the ranks we are about to construct are well-defined, we need the
following proposition.

Proposition 4.4.2. Tt¢ # () for every Baire class £ function f.

Proof. By the previous remark we may assume & > 2. For every rational p the level
sets {f < p} and {f > p} are IIZ,; sets, hence they are countable intersections of 3¢
sets. In turn, these ¢ sets are countable unions of sets from U, < IT)(7). Clearly,
U, <¢ H?](T) C Ag for ¢ > 2. By Kuratowski’s theorem [40, 22.18], there exists a Polish
refinement 7" C 22(7) of 7 for which all these countable many Ag sets are in AY(7).
Then for every rational p the level sets are now IT5(7') sets, and the same holds for
irrational numbers too, since these level sets can be written as countable intersection of
rational level sets, proving Ty ¢ # 0. O

Now similarly to the limit ranks, we define a rank on the Baire class £ functions starting
from an arbitrary rank on the Baire class 1 functions.
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Definition 4.4.3. Let p be a rank on the Baire class 1 functions. Then for a Baire class
¢ function f let

pi(f) = min po(f), (4.4.1)

T’ETfyg

where p./(f) is just the p rank of f in the 7’ topology.
Remark 4.4.4. From Remark 4.4.1 it is clear that pj = p for every p.

Proposition 4.4.5. Let p and n be ranks on the Baire class 1 functions. If p =n, or
p<mn,orpxmn, orpSn then P =1, or pg S Mg, or pg R g, OT pg < ng, respectively.
Moreover, the same implications hold relative to the class of bounded functions.

Proof. The statement for = and < is immediate from the definitions, and the case of ~
obviously follows from the case <, so it suffices to prove this latter case only. So assume
p S (or p < mon the bounded Baire class 1 functions). Choose an optimal 7" € Ty
for g, that 5 4¢(f) = a0 (/). Then (1) < po(f) S 10 () = 26(7), complting the
proof. O

Then the following two corollaries are immediate from Theorem 4.2.24, and Theorem
4.2.35.

Corollary 4.4.6. af < 07 <7;.

Corollary 4.4.7. of(f) = B:(f) = vi(f) for every bounded Baire class & function f.

Similarly to Question 4.2.41 (the case of Baire class 1 functions), we do not know whether
BE(f) = vi(f) holds for arbitrary Baire class ¢ functions.

Question 4.4.8. Does 3(f) = ~v{(f) hold for every Baire class § function?

Note that by repeating the argument of Remark 4.2.30 one can show that o differs from
B¢ and ~¢. It is easy to see that an affirmative answer to Question 4.2.41 would imply
an affirmative answer to the last question, however, the other direction is not clear.

Theorem 4.4.9. If X is a Polish group then the ranks o, 5 and ¢ are translation
mvartant.

Proof. Note first that for a Baire class ¢ function f and zy € X the functions f o L,,
and f o R, are also of Baire class {. We prove the statement only for the rank of,
because an analogous argument works for the ranks 5¢ and ~;.

Let f be a Baire class £ function and x € X, first we prove that af(f) > of(f o Ry).
Let 7' € Ty¢ be arbitrary and consider the topology 7 = {U - 25! : U € 7'}. The map
¢: x> x -,  is a homeomorphism between the spaces (X, 7') and (X, 7"), satisfying
f(z) = (f o Ry )(¢()). From this it is clear that 7" € Tyog, ¢ and since the definition
of the rank a depends only on the topology of the space, we have o/ (f) = a.»(f o Ry,).
Since 7' € Ty was arbitrary, the fact that af(f) > af(f o Ry,) easily follows.
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Repeating the argument with the function foR,, and element z,, we have i (foRy,) >
@g(foRy, o RIEI) = a(f), hence af(f) = af(f o Ry,). For the function fo L,, we can

do same using the topology 7 = {x;'-U : U € 7'} and homeomorphism ¢ : z + 2, -z
yielding af(f) = af(f o Ly,), finishing the proof. O

Theorem 4.4.10. If f is a Baire class & function and F C X is a closed set then
[ xF is of Baire class § and of(f - xr) < 1+ f(f), Be(f - xp) < 1+ BE(f) and
Ye(f - xr) S 1+AE(S).

Proof. Examining the level sets of the function f - xp, it is easy to check that it is of
Baire class €.

Now let 7" € Ty¢ be arbitrary. Clearly, f - xp is of Baire class 1 with respect to 7/,
and by Proposition 4.2.28 we have a.(f - xr) < 1+ a(f) for every 7 € T}, hence
¢ (f-xr) <1+ af(f). The other two inequalities follow similarly. O

Proposition 4.4.11. If f is a Baire class ¢ function with ¢ < § then of(f) = B{(f) =
7% (f) =1

Proof. Using Proposition 4.2.27, it is enough to show that there exists a topology 7 €
Ty such that f: (X,7") — R is continuous, and this is clear from [40, 24.5]. O

Next we prove a useful lemma, and then investigate further properties of the ranks of,
B¢ and ~¢.

Lemma 4.4.12. For every n let 7,, be a Polish refinement of 7 with 1, C 22(7). Then
there exists a common Polish refinement 7' of the 7,’s also satisfying T C Eg(r).

Proof. The case £ = 1 is again trivial, so we may assume ¢ > 2. Take a base {G* : k € N}
for 7,. Since these sets are in 22(7), they can be written as the countable unions of
sets from (J, _, Hg(T). Clearly, U, ¢ H?](T) - Ag for £ > 2. As above, by Kuratowski’s
theorem [40, 22.18], we have a Polish topology 7/, for which these countably many Ag (1)
sets are in AY(7') satisfying 7/ € 3¢(7). This 7/ works. O

Lemma 4.4.13. If 7' C 7" are two Polish topologies with f € By(7') then f € By(7"),
morcover, () 2 for(f) and 1o () = o0 f).

Proof. To prove that f € Bi(7") note that the level sets {f < c},{f > ¢} € (),
hence {f < ¢}, {f > c} € £)(7"), so f € By(").

Now recall the definition of the derivative defining :

wM%ﬂ:M{sw mm—ﬂmwvwmxaﬁ,

z1,x020€UNF

Di(F)={ze F:w(f,z,F)>c¢}
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Let us now fix f and € > 0 and let us denote the derivative Dy, with respect to the
topology 7" by D,,, and with respect to the topology 7 by D,~». By Proposition 4.2.5
it is enough to prove that D.»(F) C D, (F) for every closed set F' C X.

For this it is enough to show that w.»(f,z, F) < w.(f,x, F) for every x € F where
w(f, x, F) is the oscillation with respect to the topology 7. And this is clear, since in
the case of 7”7, the infimum in the definition goes through more open set containing =z,
hence the resulting oscillation will be less.

For the rank =, we proceed similarly. First we recall the definition of ~:

W((fo)nen, 7, F) = Uilész &Iéstup{\fm(y) —fay)|:n,m>N, ycUNF},
open

D(fn)neN,é(F> = {SL’ €F: w((fn)TLEN?I?F) > 8}7

~(f) = min {sup Y((fn)nen, €) : Vn f,, is continuous and f, — f pointwise} .
e>0
Let us fix a sequence ( f,)nen of 7/-continuous (hence also 7”-continuous) functions con-
verging pointwise to f, and also fix € > 0. Let us denote the derivative Dy, ), . with
respect to 7 by D, and with respect to 7”7 by D,». Again, by Proposition 4.2.5 it is
enough to prove that D.»(F) C D,/(F) for every closed set £ C X. And similarly to
the previous case it is enough to prove that the oscillation w((f,)nen, =, F') with respect
to the topology 7” is at most the oscillation with respect to 7/, but this is clear, since,
as before, the infimum goes through more open set in the case of 7”. O]

Theorem 4.4.14. The ranks 5; and v are essentially linear.

Proof. We only consider 3, since the proof for the rank ~; is completely analogous.

It is easy to see that 3 (cf) = B (f) for every c € R\ {0}, hence it suffices to show that
¢ is essentially additive.

For f and g let 7; and 7, be such that 3., (f) = B{(f) and 3;,(g9) = B{(g). Using Lemma
4.4.12 we have a common refinement 7’ of 7, and 7, with 7/ C 22(7). Now f,g € Bi(7'),
so f+g € Bi(7'), hence 7" € Ty ,¢. Therefore Bi(f +g) < B~(f +g). By Lemma
4.4.13 we have that 3. (f) < B;,(f) (in fact equality holds), and similarly for g. But 3,/
is additive by Theorem 4.2.29, so

Be(f +9) < Br(f +9) S max{Br(f), B (9)} < max{5(f),br,(9)} =

max{ [ (f), 5 (9)}-
O

Remark 4.4.15. One can easily deduce from Theorem 4.4.14 that Si(f - g) <
max{ 3 (f), 5 (g)} for every § < w; whenever f and g are bounded Baire class £ func-
tions, and similarly for 7¢. Again, as in the case of § and -, the situation is unclear for

unbounded functions.
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Question 4.4.16. Let 1 <& < w;. Are the ranks 5 and ¢ essentially multiplicative?

Theorem 4.4.17. If f is a Baire class £ function then

ag(f) < ag(f) < 20¢(f), hence ag(f) = ag(f).

Proof. For £ = 1 the claim is an easy consequence of the definition of the two ranks and
Corollary 4.2.14. From now on, we suppose that £ > 2.

For the first inequality, for every pair of rationals p < ¢ pick a sequence (Fp<7 q)4<%( n <

Hg (X), whose transfinite difference separates the level sets {f < p} and {f > ¢}.

Every IT{(X) set is the intersection of countably many A sets, hence FS, =, Hj

n p?q7n7

with Héq’n € Ag. By Kuratowski’s theorem [40, 22.18], there is a finer Polish topology
7 C 3¢(7), for which HS,, € AJ(7') for every p,q,n and ¢ < ag(f), hence FS, €

0( s pan

IT (7).

This means that the level sets of f can be separated by transfinite differences of closed
sets with respect to 7/, hence they can be separated by sets in Aj(7/). Then it is easy to
see that for every ¢ € R the level sets { f < c} and {f > c} are countable intersections of
AY(7') sets, hence they are TI5(7’) sets, proving that f € Bi(7'). Moreover, a; ./ (f) <
ag(f) easily follows from the construction (here o is the rank ay with respect to 7).
And by Corollary 4.2.14 we have of < a(f) < a1(f) < ag(f), proving the first
inequality of the theorem.

For the second inequality, take a topology 7" with a/(f) = az(f). Again, by Corollary
4.2.14, we have ay (f) < 2a.(f) = 20¢(f).

It remains to prove that ag(f) < ay~(f). A 7'-closed set is IT{ with respect to 7.
Therefore, if (F})),<¢ is a decreasing continuous sequence of 7'-closed sets whose trans-
finite difference separates {f < p} and {f > ¢} then the same sequence is a decreasing
continuous sequence of sets from IT(7), proving ae(f) < ay~(f). O

Corollary 4.4.18. a¢ and ag are essentially linear for bounded functions for every §.

Proof. a¢ = ag by the previous theorem, of =~ ¢ for bounded functions by Corollary
4.4.7, and f is essentially linear by Theorem 4.4.14. O

From Corollary 4.2.39 we can obtain the appropriate statement for the ranks of, 5; and
Ve

Proposition 4.4.19. If f = """ | c;xa,, where the A;’s are disjoint A(5)+1 sets covering
X and the ¢;’s are distinct then

az(f) = max{aZ(xa)},

and similarly for B¢ and 7.
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Proof. The additivity of of implies f (f) < max;{af(xa,)}. For the other inequality let
7' be a topology for which f is Baire class 1. Then the characteristic functions y 4, are
also Baire class 1, and hence by Corollary 4.2.39 we obtain a.(f) ~ max;{a(xa,)}
But by the definition of af for every such topology af(xa,) < a.(xa,), therefore
max;{af(xa,)} < maxi{a(xa,)} ~ a(f). Then choosing 7’ such that o (f) = af(f)
the proof is complete. n

Theorem 4.4.20. The ranks ag, Bf and ¢ are unbounded in wy. Moreover, for every
non-empty perfect set P C X and ordinal { < wy there exists a characteristic function
Xa € Be(X) with A C P such that ag(xa), B¢ (xa), 7 (xa) = ¢.

Proof. In order to prove the theorem, by Corollary 4.4.6 it suffices to prove the statement
for . Moreover, instead of af(x4) > ¢ it suffices to obtain af(xa) 2 (. And this is
clear from Theorem 4.4.17 and Corollary 4.3.4. O]

Proposition 4.4.21. If f,, f are Baire class & functions and f, — f uniformly then
Be(f) < sup, B¢ (fa)-

Proof. For every n let 7,, € Ty, ¢ with 3, (fn) = B (fn). Using Lemma 4.4.12, let 7" be
their common refinement satisfying 7" C 22(7'), where 7 is the original topology. Note

that f, € By(7') for every n, and the Baire class 1 functions are closed under uniform
limits [40, 24.4], hence 7" € Tt¢. Then by Proposition 4.2.33 and Lemma 4.4.13 we have

Be(f) < Br(f) < sup Br(fn) < sup B, (fn) = sup Bt (f)-

]

Proposition 4.4.22. If f,, f are Baire class & functions and f, — [ uniformly then
ag(f) S sup, ag(fn) and 2 (f) < sup, ¢ (fn)-

Proof. Repeat the previous argument but apply Proposition 4.2.42 and Proposition
4.2.34 instead of Proposition 4.2.33. O

Hence we were able to prove most of the known properties of the ranks on the Baire class
1 functions for of, i and 7. All three ranks are translation invariant and unbounded
in wy. The ranks 5f and 7f are essentially linear, while of is not. The ranks of, 5f and
7¢ behave nicely under uniform limits. This may well be considered as an affirmative
answer to the (slightly vague) Question 4.0.1. Moreover, we have the following.

Corollary 4.4.23. The rank i (or ¥f) provides an affirmative answer to Question
4.0.2.

Proof. The proofs of the requirements listed in the question can be found in

e Theorem 4.4.20,

e Theorem 4.4.9,
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e Theorem 4.4.14,

e Theorem 4.4.10 (note that 14 n < n for every n),
respectively. O]

Then, by considering the proof of [22, Theorem 6.2| and replacing the class of Borel
functions by B, the Borel class by the rank (3 and the functions xp, by functions
supported in P, with 5 rank at least oz we obtain the following.

Corollary 4.4.24. For every 2 < & < w; the solvability cardinal sc(Be) > wq, hence
under the Continuum Hypothesis sc(Bg) = we = (2¥)7.

4.5 Uniqueness of the ranks

As we have seen, the natural unbounded ranks defined on the Baire class & functions
essentially coincide on the bounded functions. Now we will formulate a general theorem
which states that if a rank on the bounded functions has certain natural properties
then it must agree with the ranks defined above. Because of some not completely clear
technical difficulties we only work out the details in the Baire class 1 case.

The main reason why we treat this result separately and did not use it to prove that
the ranks considered so far all agree for bounded functions is the following. So far,
formally, a rank was simply a map defined on a set of functions. Now we slightly modify
this concept: in this section a rank will be a family of maps p = {p(X’T)}( X,7) Polish,
where p*7) is a rank on the Baire class 1 functions defined on the Polish space (X, 7).
However, since there is no danger of confusion, we will abuse notation and will simply
continue to use p. Notice that the ranks «, 8 and v can naturally be viewed this way.

Theorem 4.5.1. Let p be a rank on the bounded Baire class 1 functions. Suppose that
p has the following properties for every A € AY and Baire class 1 functions f and f,:

(1) p(xa) = ai(4, A%)
(= a(A, A% =~ a(xa) = B(xa) = v(xa), that is, the rank of A is essentially its
complezity in the difference hierarchy),

(2) p is essentially linear,
(3) if fu — [ uniformly then p(f) < sup, p(fn);
(4) if h: R — R is a Lipschitz function then p(ho f) < p(f),

(5) if f is defined on the Polish space X andY C X is Polish (or equivalently, TI3(X),
see e.g. [40, 3.11]) then p(fly) < p(f)-

Then p = « for bounded Baire class 1 functions.
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Property (5) is probably the most ad hoc among the conditions, however it is easy to
see that it holds for ranks «, 5 and ~:

Lemma 4.5.2. Let X,Y be Polish spaces with’ Y C X and f be a bounded Baire class
1 function on X. Then o(fly) < a(f), and hence similarly for f and .

Proof. Using Corollary 4.2.14, it is enough to prove the lemma for a;. By the definition
of the rank ay, if p < ¢ are rational numbers then there exists a AJ(X) set A such that
ar(A, A°) < oy (f) and A separates {f < p} and {f > ¢}. Clearly, ANY separates the
sets {f|ly < p} and {f|y > ¢}. So it is enough to show that oy y(ANY,A°NY) <
ai(A, A°).

Now, there exists a sequence of closed sets (F;),<a;(a,4¢) such that

A= U (Fy \ Fys1).

n<ai (AaAc)
7 even

But the sets (F, MY ),<a,(a,4¢) Witness that oy (ANY, A°NY) < oy (A, A®), so we are
done. 0

Proof of Theorem /.5.1. We split the proof of the theorem into two easy lemmas.

Lemma 4.5.3. If f = > cixa, where the A;’s are disjoint AY sets covering the
underlying space X and the ¢;’s are distinct then p(f) ~ a(f).

Proof. By the essential linearity of p clearly
p(f) S maxp(xa,)-

Now let 0 < 7 < n be fixed and h : R — R be Lipschitz such that h(c;) = 0 for i # j
and h(c;) = 1. Then

p(xa,) =plho [) < p(f)
by Property (4), so we have that

p(f) = maxp(xa,).

Using Corollary 4.2.39 and Property (1) we obtain that o and p essentially agree on
step functions. O

Now let f be an arbitrary bounded Baire class 1 function. Then by Lemma 4.2.40 and
Proposition 4.2.42 there exists a sequence of step functions f,, converging uniformly to
f such that a(f) =~ sup,, a(f,). Hence, by Property (3) and the previous lemma,

p(f) S sup p(fn) = sup a(fn) = alf).
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Hence, interchanging the role of @ and p in the above argument, in order to prove p(f) ~
a(f) it is enough to construct a sequence f,, of step functions converging uniformly to
f such that

sup p(fu) < p(f). (4.5.1)

The construction goes similarly to that of Lemma 4.2.40, but we need an additional
step.

Lemma 4.5.4. Suppose that f is a bounded Baire class 1 function on the Polish space
X and p,q € R with p < q. Then there exists a set H € AY(X) such that p(xg) < p(f)
and H separates the sets {f < p} and {f > q}.

Proof. Let h : R — R be Lipschitz such that h|(_«p = 0 and h|go) = 1. Let f; = ho f,
Property (4) ensures that

p(f1) < p(f). (4.5.2)

Let Y = {f <p}tU{f > q} and fo = fi]y. Clearly, f; is a step function on the Polish
space Y (note that Y is TI3(X)), hence by the previous lemma and Property (5) we
obtain

a(fo) = p(f2) < p(f1). (4.5.3)
In particular, {f, <0} and {f; > 1} can be separated by a AJ(Y") set H' such that
H = |J (F)\ Fp)

n<A
7 even

for some F} € TIY(Y) and
A< alf) (15.4)

using Corollary 4.2.14.
Now let F;, be the closure of Fé in X and

H = U (£ \ Fye)-

n<A
7 even

Then H is a AY(X) set, and by Property (1), Corollary 4.2.14, (4.5.4), (4.5.3) and
(4.5.2) we obtain

pxu) = alxm) <A S alfe) = p(f) S p(fr) S p(f)
Moreover,

HnY = |J(FEnF,nY)= | FNELNY)=HANY.
n<A n<A
7 even n even
Since H' separates {fo < 0} and {f> > 1}, and it is easy to see that {f < p} C {fe <
0} C Y and analogously for {f > ¢}, we obtain that H separates {f < p} and {f > ¢},
which completes the proof. O]
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Now we complete the proof by constructing a sequence f,, converging uniformly to f
and satisfying (4.5.1). We basically repeat the proof of Lemma 4.2.40. Let p,, = k/2"
for all k € Z and n € N such that inf(f) < p,, < sup(f). By the boundedness of
f there are just finitely many p,x’s. The level sets {f < p,x} and {f > pprs1} are
disjoint IT} sets, hence by the previous lemma they can be separated by a H,\ € A so

that p(xm,,) S p(f). Set

fn = anyk ’ (XHn,k+1 - Xan)
k

Clearly, f, — f uniformly. Now, for every n

p(fn) =p (2}; Pk (XHppsr — XHn,k)) S max p(xu,,) S p(f)

by the essential linearity of p, which finishes the proof of the theorem. n

It is not hard to see that if the range of our functions is 2¢ instead of R (or any other zero

dimensional linearly ordered Polish space) then we can drop Property (5) in Theorem
4.5.1.

Question 4.5.5. Does there exist a rank p with Properties (1) — (4), such that p % «?

Now we very briefly discuss the Baire class £ case. It is not hard to check that if
the family of ranks is defined not only on functions on the Polish spaces, but also on
functions on all subsets (or just Borel or Hg 1 subsets) of Polish spaces, and Property (5)
is modified accordingly, then a result analogous to Theorem 4.5.1 holds. However, the
following question, where the ranks are only defined on functions on the Polish spaces
is more natural.

Question 4.5.6. Let p be rank on the bounded Baire class £ functions (defined on Polish
spaces). Suppose that p has the following properties:

(1) if A€ AL (X) then p(xa) = ag(xa),

(2) p is essentially linear,

(3) if fu — [ uniformly then p(f) < sup, p(fn),

(4) if h : R — R is a Lipschitz function then p(ho f) < p(f),
(5) if H € T(X) then p(flu) S olf).

Does this imply that p = « for bounded Baire class & functions?
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4.6 Open problems

In this last section we collect the open problems of the chapter.

Throughout the chapter we almost always considered only the relations ~ and <. It
would be interesting to know which statements remain true using = and < instead.

Question 4.6.1. Let p and p' be two of the ranks defined in this chapter for which
p < ploholds. Is it true that p < p'?

We have shown in Theorem 4.3.8 that if 1 < ¢ < w; and f is a characteristic Baire class
¢ function then the linearised separation rank az(f) < 2.

Question 4.6.2. Is the linearised separation rank a’g unbounded in wy for the Baire
class & functions?

Actually, we do not even know the answer in the case of £ = 1.

The following question is very closely related to this.

Question 4.6.3. Let 1 < & < wy and let f, and f be Baire class & functions such that
fn = f uniformly. Does this imply that ag(f) < sup,, ag(fn)?

As mentioned above, an affirmative answer to this question would provide a negative
answer to the previous one.

Recall that a rank p is essentially multiplicative if p(f-g) < max{p(f), p(g)} for every f
and g. Remarks 4.2.31 and 4.4.15 indicate that the ranks 3, v, B¢ and 7{ are essentially
multiplicative on the bounded functions from the appropriate Baire classes.

uestion 4.6.4. Let 1 < & < wy. Are the ranks B, 7y, B and v essentially multiplica-
3 3
tive?

We have shown in Theorem 4.3.12 that the limit ranks are bounded by w, but do not
know whether this is optimal.

Question 4.6.5. Is there an n € w such that 7, < n? If yes, which is the smallest such
n?

We have seen that for every 1 < § < w; we have i ~ 7 on the bounded Baire class §
functions (even on non-compact Polish spaces), but ai # B¢ for arbitrary Baire class §
functions. So the following question is natural.

Question 4.6.6. Let 1 < & < wy. Does Bf =~ ~f hold for arbitrary Baire class &
3 §
functions?

We believe that an affirmative answer might help extend Theorem 4.5.1 to the un-
bounded case.

Our next questions concern the uniqueness of ranks.
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Question 4.6.7. Does there exist a rank p with Properties (1) — (4) of Theorem 4.5.1
such that p % « on bounded Baire class 1 functions?

Question 4.6.8. Let p be rank on the bounded Baire class & functions (defined on Polish
spaces). Suppose that p has the following properties:

~

if A€ AL, (X) then p(xa) ~ ag(xa),
. p 1s essentially linear,
if fu > £ uniformly then p(f) < sup, p(fa),

2
3
4. if h: R — R is a Lipschitz function then p(ho f) < p(f),
5

- if H € II)(X) then p(flu) < p(f)-

Does this imply that p =~ « for bounded Baire class & functions?

Question 4.6.9. The fourth chapter of [42] discusses two more ranks on the bounded
Baire class 1 functions that turn out to be essentially equivalent to o, 5 and . Is there
a well-behaved generalisation of these theories to the Baire class & case?



Chapter 5

Coanalytic sets and V = L

A two-point set is a subset of the plane that intersects every line in exactly two points.
Mazurkiewicz showed the existence of a two-point set using transfinite induction. Erdés
asked whether a two-point set can be a Borel set. This question is still open.

A. W. Miller proved in [52] that under certain set theoretic assumptions (namely V' = L,
where L denotes Godel’s constructible universe) one can construct a coanalytic two-
point set. Miller also proved the consistent existence of a coanalytic MAD family (i. e.
a maximal infinite family of infinite subsets of w such that the intersection of any two
elements is finite) and Hamel basis. The author proves the statement only for two-point
sets and the proof uses deep set theoretical tools. References to Miller’s method appear
in several papers ([29], [31], [39] etc.), sometimes omitting the proof. However, the first
version of the method was published by Erdds, Kunen and Mauldin [28].

)

Our aim in this chapter is to make precise and prove a “black box” condition which

could easily be applied without the set theoretical machinery.

Let us remark here that in all of the above mentioned cases, except of course the two-
point set, the class of coanalytic sets is best possible, since it is known that there is no
analytic

(1) MAD family,
(2) Hamel basis,

(3) C'-small set (that is, an uncountable subset of the plain that intersects every C*
curve in countably many points).

(1) is a classical result of Mathias [49] and for the proof of (3) see [33]. (2) can be shown
with an easy computation. Moreover, assuming projective determinacy one can show
that there is no projective Hamel basis or C'-small set. It is also an interesting fact
that an analytic two-point set is automatically Borel.

Now, in order to formulate our results first we define Turing reducibility. Throughout
the chapter M will stand for R", 2, P(w) or w.
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Definition 5.0.1. Suppose that x,y € M. We say that = is Turing reducible to y if
there exists a Turing machine such that if the digits of y are written on the second tape
and an input n € N is written on the first tape then it stops in finitely many steps and
outputs the nth digit of  on the first tape. This relation is denoted by z <7 y. Let us
say that A C M is cofinal in the Turing degrees, if for every x € M there exists a y € A
such that x <r y.

Roughly speaking, the theorem will state that if given a transfinite induction that picks
a real z, at each step «, the set of possible choices (described by the set F' below) is
nice enough and cofinal in the Turing degrees then the induction can be realised so that
it produces a coanalytic set. In most cases there will be an extra requirement that z,
has to be picked from a given set H,. For example, in the construction of the two-point
set H, is the ath line. Instead of the sets H, we will use a parametrisation where H,
will be coded by p, and typically the codes will range over R. The set of the codes will
be denoted by B.

Notation. For a set H the set of countable sequences of elements of H is denoted by
H=“. Note that if M is a Polish space then there is a natural Polish structure on M=%,

Definition 5.0.2. Let F' C M=% x B x M, and X C M. We say that X is compatible
with F if there exist enumerations B = {p, : @« < w1}, X = {4 : @ < wy} and for every
a < wp a sequence A, € M=* that is an enumeration of {x5 : 8 < a} in type < w such
that (Va < wi)(za € Fla, p.)) holds.

This definition is basically describing that in each step of the transfinite induction we
pick an element from a set F{4, ;) Which depends on the set of the previous choices A,
and the ath parameter p,.

Theorem 5.0.3. (V = L) Let B be an uncountable Borel subset of an arbitrary Polish
space. Suppose that F C M<* x B x M is a coanalytic set and for allp € B, A € M=*
the section F(ap is cofinal in the Turing degrees. Then there exists a coanalytic set X
that is compatible with F.

In fact we will prove a much stronger theorem (Theorem 5.2.4) which we call the Main
Theorem of this chapter. However, all the classical applications are using Theorem 5.0.3
and it will be an easy consequence of the Main Theorem (see Section 5.3). We would
like to emphasise one of our further results from Section 5.3.

Theorem 5.0.4. (V = L) Suppose that G C R x R" is a Borel set and for every
countable A C R the complement of the set Uy,caG, is cofinal in the Turing degrees.
Then there exists an uncountable coanalytic set X C R" that intersects for every p € R
the section G, in a countable set.

The chapter is organised as follows: in Section 5.1 we summarise the most important
facts used for the proof and Section 5.2 contains the proof of the Main Theorem. In
Section 5.3 we prove several generalisations, a partial converse and we obtain the exis-
tence of a coanalytic Hamel basis (which slightly differs from the other applications).
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In Section 5.4 we present the applications of our theorem and finally, in Section 5.5 we
mention some open problems.

Unfortunately, the proof of the main result of this chapter uses quite a lot of known
facts about the model L and other theorems of computability theory. The full definition
and explanation of these concepts would exceed the framework of this thesis. Therefore,
as opposed to the previous chapters, the proof of the main result will heavily build on
basic theorems about the model L and computability theory (see [15], [54]). The reader
only interested in how to apply the method developed in this chapter may now proceed
to Section 5.4, which is not building on the technicalities of Sections 5.1, 5.2 and 5.3.

5.1 Preliminaries

In this chapter we will follow the notation of [54]. We identify w®, (w¥)=¥, 2+ R=%
P(w) and their finite products, since there are recursive Borel-isomorphisms between
them (|54, 31.4.Theorem]|). A “real” is an element of one of these spaces. For convenience
we will use w” in most cases. If A € (w”)=¥ and n € w, let us denote the nth element
of A (as a sequence) with A(n).

If t is a real, let us denote the classes of the arithmetic and projective hierarchy recursive
in t with 3% (t), A%(t) and II%(t) (i = 0,1, j € w). Thus for example the set of coanalytic
subsets of w* equals |J, . I1}(t). For t = 0 we will write X} instead of ¥%(t) etc.

The theorems we will use can be found in [55] and [15], but we recall the most important
facts. Let us denote the set of self-constructible reals, i.e. {z € w” : 2z € L,s} with

S, where w{ is the first ordinal not recursive in x and L, is the ath level of Godel’s
constructible universe, L. Let < be the standard well ordering of L.

Theorem 5.1.1. ([/1, Theorem (2A-1)]) S is a 11} set.

For reals z,y let us denote by x <, y that x is hyperarithmetic in y or equivalently
z € Af(y) (see [55] or [51, Corollary 27.4] ). If A is a set, L,[A] denotes the ath level
of the universe constructed from A, that is, in the initial step we start from () and A.

Theorem 5.1.2. (/55, Part A, Chapter II, 7]) x <;, y is a I1] relation and for arbitrary
reals it is equivalent to x € Ly [y]. Moreover, x <, y implies wi < wY.

We will use the following form of the Spector-Gandy Theorem:

Theorem 5.1.3. (/51, Corollary 29.5]) Let A C (w*)? be a T1i(t) subset of (w*)%. Then
the set
By <n 2)((z,y) € A)
is also 111 (t).
In [10] the authors work with a very useful alternative form. We call a formula in the

language of set theory ¥ if it has just one unbounded quantifier and that is existential.
In case all the quantifiers are bounded, we call it A.
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Theorem 5.1.4. A set A is I1}(t) if and only if there exists a ¥y formula 6 such that
r€A = L @z, t] E0(z,1).
Wi

Definition 5.1.5. We call a set X C w* cofinal in the hyperdegrees it for every y € w®
there exists an x € X such that y <, z.

Furthermore, in [10] one can find the following lemma.

Lemma 5.1.6. (V = L) Let t € w*” be arbitrary. A IIi(t) set X is cofinal in the
hyperdegrees if and only if X N'S is cofinal in the hyperdegrees.

5.2 The main theorem

First we will prove a rather technical lemma.

Lemma 5.2.1. Suppose that 0(s,p,q) is a Xy formula of set theory. Then there exists
a ¥y formula 0'(s,p) such that for every limit ordinal o > w

Lo = (Vg <0 p)(0(s,p,q)) <= 0(s,p)).

Proof. By [15, 3.5 Lemma, p. 75| there exists a 3; formula ((x, y) such that for arbitrary
limit ordinal a > w and x,y € L,

Lo = (C(z,y) <= y={t:t < a}).

Notice that if @ > w is a limit ordinal and = € L, then {t: ¢t <, x} € L,. Let

0"(5,p) = (W)(C(p.y) A (Y € 1) (0(5,9,0))).

Now, since #” contains only existential and bounded quantifiers, using the well-known
trick there exists a ¥; formula 6'(s, p) such that for every limit ordinal o > w

Lo |= (0"(s,p) <= 0'(s,p)).
O

In the following lemma we will select a single well-ordering of w of type a for every
countable ordinal « in a “nice” way. The selection will be done by a formula ¢(z, z) that
intuitively means that x “knows” that z is a canonical well-ordering. Let z C w? and
define <, as the relation m <, n <= (m,n) € z. Let us use the notation dom(<,) for
the set {n € w: (Im € w)((m,n) € 2)}. For 2,2’ € P(w?) we say that <, =<, if there
exists a bijection f : dom(<,) — dom(<.) such that

(Vm,n € dom(<,))(m <, n < f(m) <, f(n)).

Now if <, is an ordering and n € w let us denote by <,
restricting <, to the set {m € w:m <, n}.

<.n the ordering obtained by
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Lemma 5.2.2. (V = L) There exists a formula ¢(z,x) defining a I} subset of P(w?) x
w* with the following properties

(1) if s C w? and <, is a well-ordering then there exists a unique z such that <, =<,
(Jz € w)o(z, ) and dom(<.) is a natural number or w

(2) ny S S; T <py and ¢<Z,ZE) then (b(Z?y)
(3) if p(z,z) then z <, x and x € S

(4) if #(z,x) and n € w is arbitrary then there exvists a unique pair gn,yn € Los such
that ¢(yn, x) and g, C w? is an isomorphism between <, |, and <, .

Proof. First let us denote by v(z, h, o) the conjunction of the following three formulas:

e h is a function, dom(h) = « is an ordinal, ran(h) = dom(<,),

o (V8,8 €a)(Bep > h(B)<.h(B)),

e dom(<,) is a natural number or w.

So ¢(z,h,a) says that h is an isomorphism between « and <.. Notice that ¢ is a
Ay formula (see [15], Section I). Hence for limit ordinals f > w if z,h,a € Lg then

LEY(z,ha) < Lz ¥(z h,a).

Let us define ¢(z, z) as follows:
O(z,x) <= z€SNz< A
Lz = (thla)((w(z, h,a) A (V(Z',h') <p (2,h))(=(2, h’,oz))).

First, we will prove that ¢(z,z) defines a IIj set. The formula

(EIhEIoz)((@/J(z, h,a) A (V(Z', ") <p (2,h) (=02 1, a)))

by Lemma 5.2.1 is equivalent to a ¥, formula, say ((z), in Lg if 8 is a limit ordinal

and 8 > w. Notice that z <, x implies (x,2) < = so w®? < w® by Theorem

5.1.2. Moreover, from (z,z) <, x and by Theorem 5.1.2 we have that (z,2) € Lye[z].
Additionally, z € § so L,y = Lyg[r]. Thus (7,2) € L,y and the equality L _«.»[7, 2] =
L, holds. Therefore

Lor = (3h3a) (¥(z, hya) A (V(Z' 1) <p (2, h) (=0 (2, 1, @)
<

Lus E((2)

<~

Lwﬁz,z) [z, 2] E ((2).
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By Theorems 5.1.1 and 5.1.2 it is clear that (z € S) A (2 <), ) defines a II] set. Now
we can prove that the set {(z,2) : L_w.x[z,2] = ((2)} is also I} using Theorem 5.1.4
1

with ¢ = 0 and replacing = by (z, z). Thus ¢ defines a II} set.

Now we will prove that ¢(z,x) has the required properties.

(1)

Let s C w? be an arbitrary well-ordering. Then < is isomorphic to some ordinal
«. There exists a <; minimal pair (z, h) such that h is an isomorphism between <,
and a and dom(<,) is a natural number or w. Therefore

L= (3h30) ((¥(z,h,a) A V(' 1) <p (2, h) (-0, K, a))).

Notice that if £(s) is a A formula, § is a limit ordinal such that s € Lg and L = &(s)
then Lg | €(s). Therefore automatically Lg = (3r)(&(r)). Considering this one
can conclude that

Loy = (3h3a) (1 (z, h, o) A (V2 ) <p (2, 0))(~(2, W, )

holds if (2,h) € Lye. S is cofinal in the hyperdegrees (Lemma 5.1.6) hence there
exists an x € S such that (z,h) € L,=. So for such an z we have ¢(z, 7).

To prove the second claim just observe that »; formulas are upward absolute for
transitive sets and notice that  <j y implies that L,y C Lyv.

Obvious from the definition of ¢.

Let # € w¥, 2 C w? n € w and assume that ¢(z,x) holds. Clearly there exists a
unique ordinal 8 < « such that § =<, |._,.

First we will prove that there exists a pair (y/,, k) € P(w?) x %) such that
Los = ¥y, hy,, B). We know that L. = 1(z,h,a) for some h,a € Lys so the
same holds in L. The fact that ¢(z, h,«) holds implies that h is an isomorphism
between <, and «, so b’ = h|s is an isomorphism between  and <, |<_,. Obviously,
h' € Lz, so there exists an ordinal v < w{ such that A’ € L.

Let e : w — ran(h’) be defined as follows:
(m,ky € e <= (ke€ran(h') A3 (e :m < ran(h’)Nk+1)),

in other words, there exists a bijection between m and the initial segment of ran(h'),
or equivalently, [{l € ran(h’) : I < k}| = m. Since the bijections between the finite
subsets of w are already in L, we have that e € L5 C L,s. e is clearly a one-to-one
function from a finite number or w onto ran(h’).

Now take (k1) € y/, <= (e(k),e(l)) € z and hl, = e~ oh’. Then L = (., h,,3)
and of course y;,, h;,, B € Lys hence Loz = 9¥(y,,, by, B).

Thus there exists a <y minimal pair (y,, hn) € Lye such that Lys = (Y, bn, B).
Note that the < ordering is absolute for L, and L if & > w is a limit ordinal, so
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Lus = “(Yn, hn) is the <z minimal pair such that ¢ (y,, by, 3)". By Theorem 5.1.2,
if ¥, € Ly= then y, <, x. Thus ¢(y,,r) holds.

Finally recall that h, : § — dom(<,,) and &' : § — dom(<, |<.,) are isomorphisms
in L,z. So the function g, = h, o (I )~ lisin L,=. This is an isomorphism between
two well-orderings so this is unique.

]

Let us recall the definition of compatibility.

Definition 5.2.3. Let ' C M=¥ x Bx M, X C M. We say that X is compatible with
F' if there exist enumerations B = {p, : @ < w1}, X = {z, : @ < wi} and for every
a < wp a sequence A, € M=* that is an enumeration of {x5: 8 < a} in type < w such
that (Va < wi)(za € Fla, p.)) holds.

Theorem 5.2.4. (Main Theorem) (V = L) Let t € w*”. Suppose that F C (w*)=¥ x
w? x w* is a II}(t) set and for allp € w”, A € (W)= the section Fay) is cofinal in the
hyperdegrees. Then there exists a I13(t) set X C w® that is compatible with F.

PROOF OF THE MAIN THEOREM. In the first step we will modify the set F'. Let us
define F' C P(w?) x (w¥)=¥ x (w¥)=¥ x w® x w* as follows

(z2,A,P,p,x) € F' <—

(1) ¢(z,z) (in particular x € S)
(2) A, Pp,t <pz, (Apz)eF

(3) Lwi‘ ): dg
(a) ¢ is a function, dom(g) € w U {w}, ran(g) = P
(b) (Vn,m € dom(g)) (n <. m <= g(n) < g(m))
(c) (V' < p)(p' € w’ = (3n € w)(g(n) =p'))

The role of z is that it will encode the history of the previous choices. (1) —(2) basically
ensures that x is complicated enough. The clauses (a) and (b) describe that P is an
enumeration in type < w of the first « reals with respect to <, where a = tp(<,). (c)
is the formalisation of L.s = “p is the ath real with respect to <p”.

Lemma 5.2.2, Theorems 5.1.1 and 5.1.2 guarantee that the (1) and (2) are defining a
I11(¢) set.

We can prove that (3) defines a II} set similarly as we did in Lemma 5.2.2: (a) and (b)
are A formulas, (¢) is ¥; by Lemma 5.2.1. So by the well-known technical trick the
conjunction is equivalent to a ¥; formula. Moreover we know that for arbitrary reals
a<pb < a€ Lyp[b] and a <, b implies wi < w?. Therefore by (1) and (2)

ngz,A,P,p,t,z) I:Z, A, P, p, t, JI] - LUJ%
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and using the Spector-Gandy Theorem (Theorem 5.1.4) we can conclude that F” is a
I} (¢) set.

Remark 5.2.5. By absoluteness, if (2, A, P,p,xz) € F’ then P must be the enumeration
of the first « reals given by <, in L as well. Similarly p must be the ath real with
respect to <, (where o = tp(<,)).

Lemma 5.2.6. Suppose that © € F(’Z7A,P7p), v <pyandy € SN Fly. Theny €

!
F(z,A,P,p) :

Proof. Let x,y be reals satisfying the conditions above. Now considering the definition of
F’, the formula ¢(z, y) holds by the second claim of Lemma 5.2.2. Of course, A, P,p,t <j,
z implies A, P,p,t <j, y. Finally, L,y C Ly, by Theorem 5.1.2, and the formula in (3)
that must hold in L,v does not depend on z, hence it is also true in L,v. O]

Lemma 5.2.7. If the section F(’Z7A’P’p) 18 non-empty then it is cofinal in the hyperdegrees.

Proof. Fix an arbitrary s € w* and let x € F(’Z App)- By the assumptions of the Main
Theorem each section F{4 ) is cofinal in the hyperdegrees. Using Lemma 5.1.6 we have
that there exists a y € Flap,) NS such that s,z <, y. Thus by the previous lemma

el (’z APp) and this proves the statement. O

Now we select a real from each non-empty section of F'. Let F” C F’ be a II}(t)
uniformisation of F”, that is, for all (z, A, P,p) € proj(F’) we have [F{ , p | =1 (see
[51] or [55] for the relative version of the uniformisation theorem).

There may be elements (z, A, P,p,z) € F” with “wrong” history, namely A(n) may not
be a selected real for some n € w. So we have to sort out the appropriate ones.

Let F"" C F"” be defined as follows:
(2, A, P,p,z) € F" <—

(1)

( ) Vn € w)(zlgmyn <h $)

(
(
(a) &(yn, )
(

b) g, is an isomorphism between <,

z,A,P,p,x) € F"

<.n and y,

(c) if A,, P, € (w¥)=% is defined by A, (i) = A(g,(7)) and similarly P, (i) = P(g,(i))
then (yn, A, Pn, P(n), A(n)) € F”

By properties of ¢, for every countable ordinal o we have a canonical enumeration of
«. In the definition above (c) ensures that for every (z,z, A, P,p) € F" the set A is the
canonical enumeration of the previous choices given by the uniformisation of F”.

The clauses (a), (b) are defining a I1}(¢) set. Now take the map

‘P : <A7P7 ynugTHn) = (yn,Aogn,Pogn,P(n),A(n))
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Observe that
<(A7 P7 Yns Gn, n)? (w17 Wsz, W3, Wy, w5)> eV «—

Yn = wy,ws = P(n),ws = A(n) and
(Vm € w)(wa(m) = A(gn(m)) A ws(m) = P(gn(m)).

So ¥ is a Al map and condition (c) describes that (A, P,y,, gn,n) € W7L(F") thus it
defines a IT;j(¢) set. Therefore, using Theorem 5.1.3 we can conclude that F”” is also a
I1}(t) set.

Now we will prove that F”” contains a “good selection” and then X will be the projection
of " on the last coordinate.

More precisely, let:

reX < (3(z,A Pp) <,2)((z,A Ppzx)e F").

Notice that X is indeed the projection of F” on the last coordinate: if (z, A, P,p,x) €
F" C F’ then (A, P,p) <, x by the definition of F’ and from the 3rd point of Lemma
5.2.2 we obtain that z <j x, so obviously (z, A, P,p) <;, x holds.

Observe that by Theorem 5.1.3 the set X is also II}(¢).

Proposition 5.2.8. For every a € wy there exists a unique
(2a, Aay Poy Doy o) €
such that <, = a. Moreover,
{Aa(n) :new}={xz: 0 <a}

holds for every a < wy.

UNIQUENESS. Let (z, A, P,p,x), (2, A", P',p/,2") € F" be such that <,=2<,= a.

z = Z': follows form the 1st point of Lemma 5.2.2 since both of ¢(z,x) and ¢(z/,2’)
must hold.

p = p': clear by Remark 5.2.5.

P = P': also from Remark 5.2.5 we have that P and P’ are enumerations of the first «
reals given by <,=<,.

A = A’: suppose not. Then take the <, minimal n € w such that A(n) # A’(n). By the
definition of F"” there exist y,,, g, and v/, g/, such that (y,, A, Py, P(n), A(n)) € F” and
(yr, Al P! P'(n),A'(n)) € F", g, and ¢/, are isomorphism between <, |, and y,, .,
and ¢(y,, z) and ¢(y,, z) hold. Then again by Lemma 5.2.2 y,, = y,,, g, is unique so it
must be equal to ¢/,. We obtain that (y,, A, Pn, P(n)) = (y,,, AL, P., P'(n)) but then
A(n) = A'(n) since F’ was uniformised.

x = z': also follows from the fact that I’ was uniformised.
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EXISTENCE. Now with transfinite induction we construct for each @ € w; a
(Zas Aoy Poy Doy To) € F" with the required properties.

Let us formulate the inductive hypothesis: let a < w; be an ordinal and suppose that
for every 5 < a we have (23, Ag, Ps,pg, xg) € F" such that for every f < o we have

[As(n) s n e wh = {ar i1 < ).
We will construct (2, Ao, Pa, Pas Ta) € F" satisfying the previous hypothesis.

2o+ using the 1st point of Lemma 5.2.2 there exists a unique z, such that <, = a and
(Fz € w?)P(2q, ).

Po: let p, be the ath real with respect to <j,.

A, P,: The order-preserving bijection between <, and « yields enumerations {zs :
B < a} and {pg : B < a}, let A,(n) be the nth element of the first set’s enumeration
and define P,(n) similarly.

By the definition of A, we have that {A,(n) :n € w} ={zz: 8 < a}.

We will prove that there exists an z, € w® such that (24, Aa, Pa, Pas Ta) € F"”. By the
properties of F' for every (A, p) there exist cofinally many (in the hyperdegrees) x such
that (A,p,z) € F', so this also holds for (A4, pa). From Lemma 5.2.7 we have that if
the section F (/za, Au,Pa,pe) 18 RON-€Mpty then it is cofinal in the hyperdegrees.

Now we show that it is non-empty. L ‘P, is an enumeration of the first « reals
given by <., and p, is the ath real” so by absoluteness arguments it holds in L if
wi is high enough. Let us choose a real x such that x € Fa,p,) NS, Lys F*P, is an
enumeration of the first a reals given by <, and p, is the ath real” and ¢(z,, x). Such
an z exists by the 2nd point of Lemma 5.2.2 and by the fact that F( 4, NS is cofinal in
the hyperdegrees. Clearly (24, Ao, Pa, Pas ) € F'.

Thus there exists an x, such that (24, Ao, Pa, Pas Ta) € F".
What remains to show is that (z4, Aa, Pay Pa, Ta) € F:

From (z4, Aa, PayDa, o) € F follows that ¢(z,, z,). First notice that by the 4th point
of Lemma 5.2.2 ¢(z4, o) implies the existence of y,,-s and g¢,,-s satisfying properties 2(a)
and 2(b) from the definition of F"".

To see that 2(c) also holds for (24, Aa, Pa, Pas Ta), fix a natural number n. We know
that ¢(yy,,,) holds thus there exists a § < « such that <, = . For all § < « the
formula ¢(z,z3) holds (by inductive hypothesis (z3, Ag, Ps, pg, v3) € F"" C F’ and use
the 1st point of the definition of F”). Let us set A, = A, 0 g, and P, = P, o g,.

We will prove that
(U Any P, Po(n), Aa(n)) = (25, Ag, P, pg, x5) € F".

By the 1st property of ¢ the equality v, = 23 holds.

Now using the inductive hypothesis we have that {Ag(m) : m € w} = {z, : v < S}.
The latter set clearly equals {4, (m) : m € w}. Az and A, are the enumerations of the
same set of reals given by <.,=<,, , hence A, = Ag.
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Similarly, since P3 and P, are the enumerations of the same set (namely the J long
initial segment of the reals with respect to <, see the Existence part of the proof and
Remark 5.2.5). Finally, A,(n) and P,(n) are defined as x5 and the Sth real, respectively.

This finishes the proof of the statement that 2(c) also holds for the 5-tuple
(2a, Aay Pay Da, To) and hence the proof of the existence. O

We have already seen that X is a II}(#) set. Now we check that it is compatible
with F. By the previous proposition, for every o < w; there exists a unique ele-
ment (24, Ao, Pa, Pay o) € F" such that <, = «. This gives us the enumerations
X ={z4:a<w}and {p,: @ < w;}. Now by 3rd point of the definition of F’ we have
that if (24, Aa; Pas Py Ta) € F" C F' then Lyre F*p, is the ath real with respect to
<" and by absoluteness the same holds in L. Thus we obtain that w* = {p, : @ < wy }.
Fix an @ < wy. By the second claim of Proposition 5.2.8 it is clear that A, is an enu-
meration of {zp : f < a}. Furthermore, (24, Aas PasDa, o) € F"” C F’ thus by the 2nd
point of the definition of F' we have that z, € F(a,,,), so we can conclude that X is
compatible with F. O

5.3 Generalisations and remarks

Now we will prove the following theorem.

Theorem 5.3.1. (V = L) Let B be a Borel subset of an arbitrary Polish space, |B| > ¥,.
Suppose that F C (w”)=¥ X B X w* is a coanalytic set and for allp € B, A € (w¥)=¥ the
section Fap) 1s cofinal in the hyperdegrees. Then there exists a coanalytic set X C w®
that s compatible with F.

Proof. A classical result states that for every uncountable Borel subset B of a Polish
space there exists a map ¥ : w* — B that is a Borel isomorphism.

Suppose that F is a set as above. Let us define G C (w*)=* x w* x w* as follows
(A, q,x2) € G <= (A,V(q),x) € F.

Clearly, G is a coanalytic set thus there exists a t € w* such that G € II}(t). Of
course, each section G4, is cofinal in the hyperdegrees. The direct application of
Theorem 5.2.4 yields a I1}(¢) (therefore coanalytic) set X C w* that is compatible with
G. From the compatibility we obtain the enumeration w* = {q, : @ < w;}. But then
{¥(gs) : @ < wy} is an enumeration of B and clearly, X is compatible with I’ using this
enumeration. [

We can derive an obvious but useful consequence of the previous theorem using that
x <py implies x <j y and omitting the relativisation.

Theorem 5.3.2. (V = L) Let P be an uncountable Borel subset of a Polish space.
Suppose that F C (w*)=¥ x P x w* is a coanalytic set and for all p € w¥, A € (w¥)=¥
the section F(ap is cofinal in the Turing degrees. Then there exists a coanalytic set X
that s compatible with F.
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It is also easy to see that in the previous theorem we can replace w* by R™ or 2“ etc.,
since there are recursive Borel isomorphisms between these spaces. Thus we obtain
Theorem 5.0.3.

With the same methods one could prove the following strengthening of Theorem 5.2.4:
Theorem 5.3.3. (V = L) Let B be a Aj(t) subset of w*”, |B| > Ry. Suppose that

F C (w?)=¥ x Bxw¥ is a II3(t) set and for allp € B, A € (W)= the section F(a,) is
cofinal in the hyperdegrees. Then there exists an X € I1i(t) that is compatible with F.

Now we will examine the necessity of (V = L).

Theorem 5.3.4. If the conclusion of Theorem 5.2.4 holds then there exists a X3 well-
ordering of the reals. In particular, every real is constructible.

Proof. Fix recursive Af bijections ¥y : w® — (w*)=* X w* and ¥y : W — w® X w*.
Let us define the set F' C (w*)=% x w” x w* as follows:
(Avp’ I) €l = (A7p) = \1[1(71-1(\1/2(1’1)) A (‘v’n)(A(n) 7& J]),

where 71 is the projection of w® x w“ on the first coordinate. So basically x is coding
the previous choices and the parameter in the odd coordinates.

F is clearly Al. Now for an arbitrary pair (A,p) and y € w* there exist cofinally many
r € w¥ such that (A, p) = V(7 (Vy(x)) and y <j x, hence every section F{ ) is cofinal
in the hyperdegrees. Thus by our hypothesis there exists a I} set X = {z, : @ < w;} and
an enumeration w* = {p, : @ < w;} such that for every o« < w; we have z, € Flaupa);
where A, is an enumeration of {z4: § < a}.

We will define the well-ordering of w“ with the help of the given enumeration of X.
Since every x, codes the appropriate p,, we can order w* by the first appearance of a
real p.

Now for p,q € w¥ let (p,q) € £ <— dx,y,A, B

(1) z,ye X,z #vy, (A, p,x) € F,(B,q,y) € F
(2) (Ym)(VC)((C,p, A(m)) & F'A(C,q,B(m)) ¢ F)
(3) (3n)(z = B(n)).

Since F'is A, we have that F is a 3} relation.

Fix p,q € w®. There exist minimal ordinals «, 8 such that p, = p and pg = ¢q. We will
prove that (p,q) € E <= a < . We have for a and § that (A.,pa,zs) € F and
(Ag,ps,2p) € F.

First, if @ < f choose ©* = x,, y = 23, A = A,, B = As. Then (1) is obvious (by
the definition of F' we have that z, # z3 if a < ) and Ag is an enumeration of
{z, : v < B} so (3) also holds. Suppose that (2) fails for p: there exists a pair m,C
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such that (C,p, A(m)) € F (the other case is similar). Then A(m) = xz, for some v < «
and (C,p) = (A,,p,). This would contradict the minimality of a, and similarly for 3.

For the other direction suppose that (p,q) € E and take x,y, A, B witnessing this fact.
Clearly, * = x4 for some o so (Ay,pa) = (A,p) and similarly (Ag,ps) = (B,q).
Using (2) we get the minimality of o/ and 5’ so they must be equal to o and g.

Suppose that « > 3, then of course a > 8. By (3) we have that there exists an n € w
such that
A5(n) = Ag(n) = B(n) = & = 2 = .

By the assumption {z., : v < 8} C {z, : v < a}. We have that
{Ag(m) :m e w} ={z,:v < f} C {Au(m) :€ w}

then A,(m) = z, for some m € w. But this is a contradiction, since (Vn)(A(n) # z) for
every (A,p,x) € F. Thus a < p.

So we obtain that E is a ¥} well-ordering. The second claim follows from Mansfield’s
theorem, see |38, Theorem 25.39). O

Next we show that the definability assumption on our “selection algorithm” F' cannot
be dropped in Theorem 5.2.4.

Example 5.3.5. (CH) There exists a family {4, : o < w;} C [w*]=™ such that if for
a set X there exists an enumeration X = {z, : @ < wy} such that (Vo < wy)(z4 & Aa)
then X is not coanalytic.

Proof. Fix an enumeration of the reals {y, : @ < w;}. We will define A, by recursion.
Suppose that we are ready for 3 < o and let us choose A, € [w*]=% such that for every
uncountable P € (s, i (ys) we have [P N (Aa \ Useq Ap)| > 2 and Ug_, As C Aa
and y, € A,. Since [z, Asl < N and g, [T1(yp) is countable, there exists such an
Aq.

Now suppose that X = {z, : @ < w;} is coanalytic and for every a we have z, ¢ A,.
Clearly, |, As = w*, thus X must be uncountable. Since X is coanalytic, we have that
there exist an ag such that X € I} (ya,). Thus for every a > g by the construction
of Ay’s |X N (Aa \ Usen 4s)l > 2. Now consider the map ¢ that assigns to each
a > agp the minimal index ¢(a) such that z4,) € Aay1 \ Aa. There are at least two
distinct elements of X in A, \ A, and z., & A,y for v > a (the constructed family is
increasing), hence ¢(«a) < a. Moreover, ¢ is clearly injective. Therefore, we have that
¢ is a regressive function whose domain is a co-countable subset of w;. This contradicts
Fodor’s lemma. O]

Remark 5.3.6. The same holds for any projective class.

Now we will prove a general technical theorem which implies the existence of I} Hamel
basis, but could be used to prove the existence of II} n-point sets, analogous versions for
circles, etc. The situation in the following definition is that we have a relation R(z,y)
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on finite subsets of the reals that intuitively means that x is “stronger” than y in some
sense (e.g. in case of Hamel basis all elements of y are linearly generated by z, in case
of two-point sets all lines that intersect y in at least two points intersect x in at least
two points etc.). Our goal is to find an R-independent set (all the relations are trivial)
that is “stronger” than all the finite subsets of the reals. HE will be the set of finite sets
that can be added to B preserving it’s independence.

Definition 5.3.7. Let R be a binary relation on the finite subsets of R".

e We say that aset X C R"is R-independent if for all z,y € [X|<* R(z,y) = y C x.

e Fix a k € w, if for every y € [R"]* there exists an element z € [X]<“ such that
R(z,y) then we say that X is a k-generator set for R.

e If B is an R-independent set let us use the notation HS = {z € [R"]<* : x U B is
R-independent}.

We use parameters n and k even though they will not be needed for the proof of the
Hamel basis case.

Definition 5.3.8. We will use the following notation: x =, y <= (z <, y Ay <p, x).

The extra difficulty in the construction of a Hamel basis is that in a step we have to
put more than one real into our set, so we have to deal with finite sequences. Moreover,
to use our method one have to choose reals which are high enough in <;. Thus our
strategy is to select <j, equivalent reals in every step of the procedure.

Definition 5.3.9. Let us denote by & the set
{z € [R"]™ : (Vz1,79 € 2)(1 =) 72) }

Theorem 5.3.10. (V = L) Let t € R and n,k € w be arbitrary. Suppose that R C
[R"]<% x [R"]<% is a A{(t) relation that satisfies the property (*):

for every countable B C R" the set €N HE is cofinal in the hyperdegrees and if for
y € [R"* there is no z € [B]<¥ such that R(z,y) then {z : R(z,y)} NEN HE is cofinal
in the hyperdegrees.

Then there exists an uncountable 111 (t), R-independent set that is a k-generator for R.

Proof. Let us define the set ' C ([R"]<¥)=¥ x R x [R"]<% and fix a recursive Borel
isomorphism ® : R — [R"]*. (A, p,2) € F <
EITHER the conjunction of the following clauses holds

(1) Jran(A) is R-independent
(2) (V2 € ran(A))(—R(z, ®(p)))
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R
(3) R(z,®(p)) holds and = € ENH, . )

OR (1) A=(2) holds and = € €N H,,, )
OR —(1).

Since A is countable and the relation =, is II}, we get that F is II}(¢). By property
(*) every section F{4,) is cofinal in the hyperdegrees (if =(1) then this is obvious and
the cases when (1) A =(2) or (1) A (2) holds are exactly described by property (*)) so
we can apply Theorem 5.2.4. This gives us a IT}(¢) set Y C [R"]< such that |Jran(Y)
is R-independent and for every y € [R"]* there exists an € Y such that R(z,y) thus
Uran(Y') is a k-generator for R. Moreover ran(Y’) C €. Hence it suffices to prove that
X = Uran(Y) is a I}(t) set. But using that for every z € Y the elements of z are
equivalent in hyperdegrees we get

a€X < (Few)(Jay,...ap <pa){a,ay...q;} € ran(Y)).
Applying Theorem 5.1.3 we can verify that X € ITj(¢). O
Corollary 5.3.11. (V = L) There exists a II} Hamel basis.

Proof. Let us define the relation R C [R]<* x [R]<¥. R(z,y) <= (y C (x)g) i. e. every
element of y is in the linear subspace generated by the elements of x over the rationals.
Notice that R is Al. In the terminology of the previous theorem X is a Hamel basis if
it is R-independent and 1-generator for R. So we just have to check whether property
(*) holds.

First, if B is a countable linearly independent subset of the reals then for all but count-
ably many finite sets a € [R]<% we have a € HE. Therefore obviously HE is cofinal in
the hyperdegrees. So the first part of (*) holds.

Now fix an element y € R, a countable B C R such that there is no z € [B]<“ such that
R(z,{y}). We will prove that for every s € R there exists a pair wy, ws € R satisfying
Yy = wy + wy, wy =p, wy, BU {wy,wy} linearly independent and s <; wy, ws. This fact
indeed implies that the set {x : x € £ A R(z,y)} N HE is cofinal in the hyperdegrees, so
the second part of (*) also holds.

Here we repeat Miller’s argument. Without loss of generality we can suppose that y <j, s
and s is not hyperarithmetic in any finite subset of B U {y} because we can replace s
by a more complicated real. We can choose w; and ws such that s is coded in w;’s odd
and ws’s even digits such that w; + wy = y. Then s <, wq, ws hence y < wy,ws. But
then y = wy + wy implies wy =5, we. If wy € (B wq)q then y € (B, ws)g \ (B)g and
then wy € (B,y)g but this would imply that s is hyperarithmetic in a finite subset of
B U {y} which is a contradiction. Thus w; and w, are the appropriate reals.

Thus property (*) holds indeed, and the direct application of Theorem 5.3.10 hence
produces a I} Hamel basis. ]

Finally we will prove another variant of our theorem, considering the case where the
choice at step a does not depend on the previous choices.
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Theorem 5.3.12. (V = L) Let be t € R and suppose that G C R™ X R is a Aj(t)
set and for every countable A C R the complement of the set U, 4G\ is cofinal in the
hyperdegrees. Then there exists an uncountable TI1(t) set X C R™ that intersects every
G, in a countable set.

Proof. Using Theorem 5.1.4 there exists a ¥; formula 6 such that

a€ G = L wnla,t] =0(at).

Now let us define the set H as follows:

(r,p) € H <= € SAp,t <pxA Ly = (V' <1 p)(0((z,p),1)).

H is a IIi(t) set, for this just repeat the usual argument, that is, x € S A p,t <p, x
implies that L,e = L (@m0 |[((z,p),t)] and use Theorems 5.1.4, 5.1.1, 5.1.2 and Lemma
1

5.2.1. Observe that for a real p

Hp:(ﬂ Go)NSN{z:p,t <y 2}

p'<Lp

Thus, the theorem’s conditions imply that for every real p the section H, is cofinal in
the hyperdegrees.

Define FF C (R")=* x R x R™: (A,p,x) € F <= (x,p) € H Az ¢ A. Obviously for
every (A,p) the section Fi4, is cofinal in the hyperdegrees and F is IIj(¢). Theorem
5.2.4 provides an uncountable ITj (¢) set X C R™ and enumerations X = {z, : a < w1},
R = {pa : @ < w;} and an enumeration A, (in type < w) of {z5 : B < a} such that
To € Fla,py = Hp, \{zs : B < a}. Suppose that there exists a p € R for which
| X NG, > Ny. Then pg >, p if B is high enough, since only countably many p,’s are
<r, less then p. But if ps >, p then x5 € Gj. O

Now Theorem 5.0.4 is a trivial consequence of Theorem 5.3.12.

5.4 Applications

Theorem 5.0.3 can be applied in various situations. Let us remark here that one can
obtain IT} sets instead of coanalytic ones by just repeating the proofs and using Theorem
5.2.4 in all the theorems of this section. We will prove the simpler (boldface) versions
for the sake of transparency.

Theorem 5.4.1. (V = L) There exists a coanalytic MAD family.

Proof. First fix a recursive partition B = {B; : i € w} of w to infinite sets. Define
F C (P(w))=¥ x P(w) X P(w) as follows: (A,p,z) € F <
EITHER the conjunction of the following clauses holds
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(1) ran(A) U B contains pairwise almost disjoint elements
(2) p is almost disjoint form the elements of ran(A) U B

(3) p C x and z is almost disjoint form the elements of ran(A) U B

OR (1) A =(2) holds and z is almost disjoint form the elements of ran(A) U B

OR —(1).

Clearly, F' is Borel. What we have to prove is that for all pairs (A, p) the section Fi4 p
is cofinal in the Turing degrees.

Suppose that (1) and (2) hold, let u € P(w) be an arbitrary real. Choose 2" = pUlJ,,, 5,
where F; C B; are finite and if 7 > j then A(7) N F; = () and

(pUF)NB]=1 mod?2 < u(i)=1.

For every i there exist such an F;, since the B;’s are disjoint and infinite, and ran(A)UB
contains pairwise almost disjoint sets. Then 2’ satisfies 3 and u <p z'.

Now in the case when (1) A—=(2) holds our job is easier: e. g. we can repeat the previous
argument omitting p.

Finally, if =(1) is true then F{4, = P(w).

Notice that Theorem 5.0.3 was stated in the form that the set of the parameters is R

but we can easily replace it by P(w) using a recursive Borel isomorphism.

So we can apply Theorem 5.0.3 and we get a coanalytic set X = {z, : @ € w;} such
that X is compatible with F'. It is obvious by transfinite induction that the elements
of X are pairwise almost disjoint. It is also clear that X U B is maximal since for every
real p there exists an o < w; such that p, = p. Thus, there exists an element of X that
is not almost disjoint from p. m

Theorem 5.4.2. (V = L) There exists a coanalytic two-point set.

Proof. For each real p € R fix a line [, such that it is the line defined by the equation
((p)1)z + ((p)2)y = (p)s, where (p)1,(p)2 and (p)s are the reals made of every 3kth,
3k + 1st and 3k + 2nd digit of p. [, can be empty, however every line appears at least
two times. Let us define F' C (R*)=¥ x R x R? by (A,p,z) € F <

EITHER the conjunction of the following clauses holds

(1) there are no 3 collinear points in ran(A)
(2) |Jran(A) N, <2 and I, # 0

(3) z €l,\ ran(A) and x is not collinear with any two distinct points of ran(A)

OR (1) A —=(2) holds and z is not collinear with two distinct points of ran(A)
OR —(1).
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Now F'is clearly Borel. What we have to check is that for all (A, p) the section Fa )
is cofinal in the Turing degrees. Fix a pair (A,p). If (1) A (2) holds then the section is
equal to [, minus a countable set. Every line is cofinal in the Turing degrees, because
we can choose one of the coordinates arbitrarily. Now notice that if H is a set which is
cofinal in the Turing degrees and H’ is countable the H \ H' is still cofinal: to see this
let u be an arbitrary real and let s be such that (Vs' € H')(s" 21 s) then there exist
r € H such that s,u <p r and clearly » € H'. So we have that if (1) A (2) holds then
F4,p) is cofinal in the Turing degrees.

If (1) A =(2) holds then we just have to choose an arbitrary point that is not collinear
with any two distinct points of A. The case when (1) is false is obvious.

Thus, by Theorem 5.0.3 we get an uncountable coanalytic set X = {z,: a < w;} C R%
One can easily verify that X cannot contain three collinear points. Moreover, since
every line [, appears at least twice, |I, N X| = 2. ]

Similar statements can be formulated for n-point sets, circles, appropriate algebraic
curves etc., the above method works in these cases.

5.4.1 Curves in the plane

Now we will consider the following question: What can we say about a set in the
plane which intersects every “nice” curve in a countable set? Let us call a continuously
differentiable R — R? function a C* curve.

Definition 5.4.3. We say that a set H C R? is C'-small if the intersection of H with
the range of every C! curve is a countable set.

In [33] the authors proved that assuming Martin’s axiom and the Semi-Open Coloring
Axiom if H is C'-small then |H| < Xy. Moreover, they showed in ZFC that no perfect
set is C''-small. Thus, no uncountable analytic set is C'-small. On the other hand, the
following proposition holds.

Proposition 5.4.4. (CH) There exists an uncountable C*-small set.

Proof. We will prove later that the union of the range of countably many C! curves
cannot cover the plane. This implies the statement by an easy transfinite induction. [

Thus, it is an interesting question whether an uncountable C'-small subset can be
coanalytic. We will apply Theorem 5.0.4.

Theorem 5.4.5. (V = L) There exists an uncountable C*-small coanalytic set.

Proof. First we have to prove that there exists a Borel set G C R? x R such that if 7 is
a C' curve then there exists a p € R such that G, = ran(y).
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One can easily prove that the set B of C' curves as a subset of C'(R,R?) is a Borel set
(see e.g. 40, 23. D]). The set {((z,v),7) : (z,y) € ran(y)} C R* x C(R,R?) is clearly
closed. So (R* x B) N {((x,y),7) : (z,y) € ran(v)} is also a Borel set. Furthermore,
there exists a Borel isomorphism ¢ : R — B since these two are standard Borel spaces of
cardinality ¢ and we can apply the isomorphism theorem. Now we can define G C R?xR:

((z,9),p) € G <= ((z,9),6(p) € (R* x B)N{((x,y),7) : (x,y) € ran(y)} which is a
Borel set and for every v € C' there exists a p € R such that G, = ran(y).

To apply Theorem 5.0.4 we have to check that if we have countably many C! curves
{7i : 1 € w} then the complement of the union of their ranges is cofinal in the Turing
degrees. For this it is enough that there exists a line [ such that

1N J{ran(y) i € w})| < N,

Let us concentrate only on the horizontal lines. For a curve v; take let f;(z) = m,(y;(z)),
i. e. the composition with the projection on the vertical axis. f; is C! function, thus by
Sard’s lemma the set H; = {y € R: (3z)(f/(x) = 0 A f;(x) = y} has Lebesgue measure
zero. Let b € R\ (UH;). Then the line {(z,b) : x € R} intersects every curve +; in
countably many points, since otherwise it would be an image of a critical value.

Finally, the application of Theorem 5.0.4 produces an uncountable C'-small coanalytic
set. O

5.5 Open problems

In Theorem 5.0.3 the set of the parameters is a Borel set and this was used in the proof
numerous times.

Question 5.5.1. Does Theorem 5.0.3 hold if we only assume that B is coanalytic?

As a partial converse we have proved that the conclusion of Theorem 5.2.4 implies that
every real constructible. It is natural to ask whether the converse also holds.

Question 5.5.2. Does the conclusion of Theorem 5.0.3 hold if every real is con-
structible?

One of the weaknesses of the method is that the constructed set X is a subset of S. It
is known (see e. g. [41]) that S is the largest thin (not containing a perfect subset) T}
set. Thus non of the constructed sets contain a perfect subset. In the case of C'-small
sets this cannot be expected, but how about the other constructions?

Question 5.5.3. Is it consistent that there exists a 11} Hamel basis (two-point set, MAD
family) that contains a perfect subset?
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Summary

The thesis is concerned with four problems of descriptive set theory.

In Chapter 2 we investigate the properties of negligible sets in Polish topological groups.
Answering questions of D. Fremlin and J. Mycielski we prove that, contrary to the case of
locally compact Polish groups, in the non-locally compact case Haar null sets do not possess
certain regularity properties. In particular, we show that in every abelian non-locally compact
Polish group there exists a Borel Haar null set that does not have a Gs Haar null hull.

Chapter 3 tackles the problem of characterisation of the linearly ordered sets of Baire class 1
functions on Polish spaces ordered by the pointwise ordering. Solving a problem that was posed
by M. Laczkovich in the 70s we give a full characterisation of such linearly ordered sets in terms
of a universal linearly ordered set. Namely, there exists a concrete, combinatorially definable
linearly ordered set such that a linearly ordered set is order isomorphic to a linearly ordered set
of Baire class 1 functions if and only if it can be embedded order preservingly into our universal
linearly ordered set. Using this result, we easily reprove the theorems of K. Kuratowski, P.
Komjath, M. Elekes and J. Steprans and we answer all of the known open questions concerning
the linearly ordered sets of Baire class 1 functions. The results of Chapter 2 and 3 are joint
work with M. Elekes.

A. Kechris and A. Louveau built an extensive theory of ranks defined on the first Baire class.
However, this has no straightforward generalisation to Baire class & when & > 2. Chapter 4
deals with defining well behaved ranks (e.g. subadditive) on Baire class £ for £ > 2. A direct
consequence of the results can be used in solving infinite systems of functional equations. These
are joint results with M. Elekes and V. Kiss.

Chapter 5 is devoted to the precise formulation and generalisation of a method discovered by A.
W. Miller. Miller proved that under certain assumptions one can inductively construct subsets
of Polish spaces with low complexity and nice regularity properties. We precisely formulate a
“black box” condition that can be used in such situations without understanding the theories
behind Miller’s argument. As an application, we reprove Miller’s theorems and present some
new results.



Magyar nyelvi osszefoglalo

A disszertacié négy leir6 halmazelméleti problémat dolgoz fel.

A 2. fejezet lengyel topologikus csoportok kis részhalmazainak kiilonféle tulajdonsagait vizs-
galja. David Fremlin és Jan Mycielski kérdéseit megvalaszolva belatjuk, hogy nem lokalisan
kompakt lengyel csoportokban a Haar-null halmazok nem rendelkeznek bizonyos, a lokalisan
kompakt esetben konnyen igazolhat6 regularitasi tulajdonsaggal. F6 eredménytink, hogy min-
den Abel nem lokélisan kompakt csoportban létezik olyan Haar-null Borel halmaz, amelynek
nincs (G5 Haar-null burka.

A disszertacio 3. fejezete a Baire 1 fiiggvények rendezett halmazait vizsgélja a pontonkénti
rendezés szerint. Laczkovich Miklos egy, a 70-es években kit(izott problémajat megoldva meg-
mutatjuk, hogy létezik egy kombinatorikusan leirhaté univerzalis rendezett halmaz, azaz egy
olyan rendezett halmaz, hogy egy rendezett halmaz pontosan akkor all el6 mint Baire 1 fligg-
vények linearisan rendezett halmaza, ha az rendezéstartéan bedgyazhaté az univerzalis ren-
dezett halmazba. Kzt az eredményt felhasznalva konnyen djrabizonyitjuk Kazimierz Kura-
towski, Komjath Péter, Elekes Marton és Juris Steprans tételeit. Ezen feliill megvéalaszolunk
minden, a Baire 1 fiiggvények linearisan rendezett részhalmazaival kapcsolatos ismert nyitott
kérdést. Az els6 két fejezet Elekes Méarton és a szerzd kozos eredményeit tartalmazza.

A rangfiiggvények elméletét a Baire 1 fiiggvényosztalyon Alexander S. Kechris és Alain Louveau
épitették ki. Meglepd modon eredményeiknek nincsen kézenfekvs altaldnositdasa a magasabb
Baire-osztalyokra. A 4. fejezet témaja jol viselkedd rangok altaldnositasa ezekre az osztalyokra.
Elekes Martonnal és Kiss Viktorral kézos eredményeink kozvetlen kovetkezményeként adodik
egy tétel végtelen fiiggvényegyenlet-rendszerek megoldhatosagaval kapcsolatban.

Az 5. fejezet egy Arnold W. Miller altal felfedezett modszert altalanosit. A transzfinit rekurzio-
val konstruélt halmazok altaldban nem definialhatdak, mérhetGek vagy Baire-tulajdonsiguak.
A Miller-modszer lényege, hogy bizonyos feltételek mellett mégis elérhets, hogy a kapott halma-
zok szép tulajdonsigokkal rendelkezzenek. A fejezetben precizen megfogalmazunk egy feltételt,
amely Osszegzi Miller technikajét, és felhasznalhato a technika mogotti elmélet ismerete nélkiil.
Ezt alkalmazva tjrabizonyitjuk Miller tételeit és belatunk néhany aj allitast is.
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